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FOREWORD

The time that we prepared this Conference in is a time marked by very turbulent and complex
processes that are in some places characterized by recovery and growth, and in others by
continuation of crisis and stagnant tendencies. From the global point of view one cannot but
notice that, regardless of the progress of material-technological presuppositions of the
economic process, great majority of people living on this planet find themselves in a more
difficult economic-social position. The same thesis can be applied to post-transition countries
of South and Eastern Europe, including Croatia. Therefore, the Conference puts a special
focus on ,,reversing the trends®, on creative efforts that could bring us closer to answering the
question why the development is so slow or non-existent at all. In these creative efforts we
could restrict ourselves to well-known syntagm of Washington Consensus "privatize,
liberalize, deregulate” that is still very present in heads of many economists and political
decision-makers. Despite of empirical and historical evidence found in many relevant
researches, in some of which our key-note speakers of this year took part, on overwhelming
unsuccessfulness of these recipes when applied to non-existent or insufficient institutional and
production basis, such comprehension of reaching satisfactory development still dominates.

Let me paraphrase professor Chang "... what really distinguishes the US or Germany, on one
hand, and the Philippines or Nigeria, on the other hand, are their Boeings, VVolkswagens, and
not their economists or medical doctors.” To reverse the trends, scientific and political public
focus of interest has to be shifted from the market economy as a general, self-comprehensive
and self-active place to economics of production, and primarily industrial production at that. It
is impossible to evaluate the successfulness of functioning market economy, according to the
perception that mainstream economists of today have about post-transition countries, without
relating this economy to development of industry. Characteristic of a functioning market
economy is that it is a situation in which economic relations are established by way of
markets. This statement is not the answer to the questions how people live, whether people are
employed, if their standard falls or grows. When shall we finally realize that the market
economy is just means for realization of the end, and not master and means by itself?

Dominant neoliberal vision articulates the development as "... ersatz developmentalism - the
belief that, if you educate them better, and make them healthier and give them security of
property rights, rational self-seeking individuals will exercise their natural tendency to "truck
and barter" and somehow create a prosperous economy. However, this vision is fundamentally
at odds with the reality of development. In reality, development requires a lot of collective and
systematic efforts at acquiring and accumulating better productive knowledge through the
construction of better organizations, the cross-fertilization of ideas within it, and the
channelling of individual entrepreneurial energy into collective entrepreneurship.”

Domination of liberal recipes is visible in recommendations of the IMF and it can be read out
in many countries of the world facing development, growth and competitiveness raising
issues. Whether it is about Greece, Ireland, Spain, Portugal or Croatia, as a rule it comes down
to the IMF requests towards economic policy creators related to reduction of salaries, cutting
down of public administration and budget spending, reduction of public debt, speeding up the
process of privatization and reducing expenses for health, pensions and social care. There are
no recommendations orientated at development in the sense of increasing of national
economies’ production capacities that would be directed at initiatives for development of

Xl
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progressive production capacities based on modern technologies. That would happen by itself,
by work of the almighty market. Here it would be worth to mention that Friedrich List clearly
pointed out a long time ago in 1840s "It is a very clever common device that when anyone
has attained the summit of greatness, he kicks away the ladder by which he has climbed up, in
order to deprive others of the means of climbing up after him. Any nation which by means of
protective duties and restrictions has raised her manufacturing power to such a degree of
development that no other nation can sustain free competition with her, can do nothing wiser
than to throw away these ladders of her greatness, to preach to other nations the benefits of
free trade, and to declare in penitent tones that she has hitherto wandered in the paths of error,
and has now for the first time succeeded in discovering the truth".

| think that we, as economists, have a scientific obligation to contribute to the articulation of
policies and politics run in our country and in a wider area. We have the obligation to warn
the political elites that processes that go on in the field are not such as prescribed by economic
models. This is our obligation primarily because of ethical reasons. Advancement of
globalization processes and many integrations (such as the EU accession) particularly
highlights the importance of negotiations. Negotiations are run between strong and weak
actors. Objective and interest of one and the others are to reach agreement, consensus. ,,But to
the extent that bargaining is steered by morality, the balance of advantage in the agreements
depends on which of the two moralities prevails. One is the a-bit-better-than-the-jungle
morality of "tit-for-tat”, or reciprocity, which sanctions that the agreements reflect relative
bargaining strengths; thus the strong do best. The second is the all-men-are-brothers morality,
which says that the strong have a duty to restrain themselves to help the weaker. | suppose that
we will all agree that the first type of morality prevails. So much more the reason for active
and competent role of political factors in running of national politics that would create room
for stronger presence of the other type of morality. Double morality is not witnessed only
between the strong and weak actors on global stage. It is present in each individual country,
even more so if the country is on a lower development level than anticipated by institutional
and civilizational presuppositions of developed societies.

It is hoped that the participants of our Conference felt the strong urge to have a professional
and ethical mission as professional economists and researchers, to have detected problems by
analysis, to have pointed at them and to have articulated public and scientific say that will, in
an easier or harder way, with complete misunderstanding or ideological criticism, acquire the
right of public and thus contribute to reversing the trends.

In front of you are the Proceedings of the 9th International Conference “Challenges of Europe:
Growth and Competitiveness — Reversing the Trends” organised by the Faculty of Economics,
University of Split. | use this opportunity to kindly thank all the authors, the members of the
Programme and Organising Committees as well as to the Management board and the staff at
the Hotel “Elaphusa” in Bol for their valuable contributions to the Conference. A special
thanks goes to the key-note speakers: Mr. Dani Rodrik, Mr. James Galbraith and Mr. Robert
M. Grant. | also thank all the participants at the round table “Croatian Economy — Reversing
the Trends” that was held during the Conference. Last but not least | particularly thank our
sponsors and donors that recognised the importance of this Conference, especially given that
they have also been burdened by the current economic and financial crisis.

Hoping that the papers that were reviewed, presented and discussed at the 9th International
Conference “Challenges of Europe: Growth and Competitiveness — Reversing the Trends”
which was held in Bol on the island of Bra¢ in May 2011 will add to your knowledge and spur

Xl



Ninth International Conference on “Challenges of Europe™

interest on the considered issues | invite you to join our efforts with your contributions and
active participation in investigating the current and up-to-date political-economic issues at the
10th International Conference which will be held in May 2013.

Split, October 2011

Programme Committee Chairperson
Professor Zlatan Rei¢
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ABSTRACT

The Small- and Medium-Enterprise (SME) sector represents a significant share of economic
activity in Croatia, as well as contributes to the growth of employment, exports and the
development of regions and industries affected by the economic crisis. In the economic
environment, characterized by the global competition, innovation, i.e. its commercial
application is considered to be an important factor for the survival of new SMEs (start-ups),
as well as for strengthening their market position. This paper discusses the innovation
capacity of SMEs on a sample of enterprises, which persist on developing their competitive
advantage on the product (service) innovation, technological development, or the business
model innovation. Authors emphasize identification of the ways in which knowledge and
innovation are commercialized, including analysis of the major (both internal, and external)
sources of innovation capacity, as well as support tools/policies (i.e. elements of the
entrepreneurial infrastructure), that have been used for this purpose. It is believed that the
research results will represent a useful basis for the conceptual definition of the innovative
entrepreneurs, as well as for establishing indicators relevant for identification/assessment of
SMEs’ innovative capacity and networking. In a wider context, these results will open new
venues in developing the entrepreneurial infrastructure that could support innovative
entrepreneurs to establish new links with the academic sector, as to further develop their
capacity for innovation.



INNOVATION CAPACITY ASA COMPETITIVE ADVANTAGE OF SMALL FIRMSIN CROATIA: An Empirical Analysis

1. INNOVATION IN BUSINESS CONTEXT

As conceptualized by Herzog (2011), innovation has many theoretical (and practical)
dimensions, which can be included into a single definition only with quite a few difficulties.
However, a new quality, created by products and/or processes, seems to be a good approach
to defining innovation, (Hauschildt & Salomo', as cit. by Herzog, op. cit.). In addition,
although it is often emphasized that the increased and globalized competition requires
innovation as a prerequisite for business success, the (completely) new inventions are not
(always) required, since it matters to commercialize a previously unused ‘piece’ of applicable
knowledge (cf. Damanpour & Wischnevsky, 2006). This is especially important for small and
medium enterprises (SMEs), whose innovative capacity may be the factor to 'make it or break’
in the marketplace (cf. Hult, Hurley & Knight, 2004). Even for larger companies, new
business development and its organizational ‘nurturing’” may become significant strategic
competences (Vanhaverbeke & Peeters, 2005), which further leads into the discussion on
intrapreneurship (being outside of the scope of this paper).

The object of innovation is usually perceived in terms of products/services and technological
processes  used, although the  administrative  processes and  enterprise
organization/management methods may be added to such a typology, as well (cf. Damanpour
& Gopalakrishnan, 2001). One can also differentiate ‘levels’ of innovative behaviour, as
theorized by commonly used concepts of incremental and radical innovation, which may be
measured by the scale of change, generated by an innovation, which has been analysed in a
classical paper by Venkatraman (1994), for the case of IT-induced organizational/inter-
organizational/industry change. In addition, mode of innovation has been identified long
before as a factor differentiating the relationship between strategy and structure (Ettlie,
Bridges & O’Keefe, 1984).

Innovation can be also differentiated from the formalization viewpoint, by examining to what
extent it follows the traditional patterns of a proprietary research & development process (for
applied research), or the sequence of the typical process of scientific inquiry (for fundamental
research). In both cases, the ‘opening’ of the innovation process seems to be a relevant
approach for the globalized environment, with multiple arguments in favour of such a
concept. For instance, Chesbrough (2003) points to the ‘closed’ innovation management
process as the most important reason for the failure of the often analysed case of the Xerox
PARC innovation centre. Namely, although this department of the Xerox Corporation has
developed working prototypes of a pointing device (computer mouse) and a graphical user
interface, it was Apple Computers and Microsoft, who capitalized these inventions. The
further discussion, going beyond this well-publicized point, demonstrates that spin-offs,
initially developed in the PARC centre, later outdid their former parent by market value
(ibid).

The idea of ‘open’ innovation is based on the information-rich environment, which makes it
extremely difficult to ‘contain’ scientific findings within the boundaries of an individual firm,
in order to create economic advantage, based on such knowledge. According to Chesbrough
(2006), both internal and external knowledge is used to create innovation and launch new
products/services/processes, etc. Trigger for ‘recombination’ of different sources of
knowledge can be found in any part of the organizational environment, with the innovation
process also provided with multiple paths for commercialization of innovation output,

! Hauschildt, J.; Salomo, S. (2007): Innovationsmanagement, Vahlen, Miinchen.
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including the selling, partnering, licensing and spin-off options (ibid). For small and medium
enterprises (SMEs), especially start-ups, the notion of open innovation may provide
innovation opportunities within networks, composed of SMEs and intermediaries, such as
universities and research centres (Lee et al, 2010). This may account for some level of
innovation capability outside of the research & development centres of larger enterprises.

At the other hand, Jensen et al (2007) introduce the ‘Doing, Using and Interacting” mode of
innovation, by opposing it to the more traditional ‘Science, Technology and Innovation’
concept, fuelled by the increased opportunities for IT-based communication and development
of (often informal) communities of practice. In this context, the idea of open innovation can
be also applied at the level of fundamental research and serve as a new perspective for the
innovation policy.

2. ENTREPRENEURSHIP AND INNOVATION

As emphasized by Santarelli (2006), in his introduction to a volume on the relationship
among entrepreneurship, innovation and economic growth, the Schumpeterian thought reveals
the archetype of an entrepreneur as a person of high energy, not being afraid to part with the
routine behaviour and introduce novelties into his or her activities, or environment. In this
context, entrepreneurship seems to be inherently linked to innovative capacity and behaviour.
This is becoming even more important, as development of information technology and global
diffusion of knowledge create new entrepreneurial incentives (cf. Audretsch et al, 2001), with
the entrepreneurship possessing capabilities to alleviate the problems of business cycles and
economic crises (Koellinger & Thurik, 2009).

The high-tech sector is often perceived to be especially innovative and worthy of special
forms of government support. Industries which tend to attract the public imagination, as a
metaphor of innovation, seem to be the information technology (IT), biotechnology and
similar sectors, regardless of the innovation's contribution to company performance, or
intensity and success of innovation in other sectors. Such a finding has been confirmed for the
case of UK in the 1990s by a literature review, performed by Hoffmann et al (1998). If the
researchers seemed to accept such a 'distorted' view towards performance and public policies
related to innovative entrepreneurship, even more challenging issues were to be found among
the actors in public sector, in charge of developing entrepreneurial infrastructure.

Auerswald (2007) argues that the 'market failure' is usually cited as a rationale for public
policy, due to the fact that commercial knowledge is non-excludable, i.e. it is easily copied
and/or adopted, even to a degree, enabling potential competitors to circumvent patents and
other forms of intellectual property protection. As a consequence, there is an imperfect
appropriability for profits and other benefits, provided by one's invention, which provides a
solid argument in favour of government support, even for 'market purists'. Nevertheless, the
classical economic toolset does not provide adequate answers for the 21% century, since
contemporary market conditions require a high level of technical sophistication, significant
investments in technology and human resources, advanced networking, etc., in order to
innovate successfully. Even in countries with a developed financial infrastructure, such as the
U.S., it may be difficult to obtain direct support for inventions, or innovation in its early stage,
since venture capitalists/business angels prefer to fund companies with actual products, or
services in late stages of development (Auerswald, op. cit.).
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Consequently, there is an ample space for developing entrepreneurial infrastructure, serving
innovative start-ups. Dahlstrand & Stevenson (2010) review the European tradition of
government support to innovation and identify several stages of its historic development:
from the linear model (perceiving technology as a direct application of science and, thus,
concentrated on assisting large universities, laboratories, institutes, etc., often belonging to the
public sector), toward a more decentralized idea of a national innovation system (NIS). It
involves the notion of a system/framework, consisting of actors and enablers of developing
and implementing new products and technologies. Therefore, NIS also represents a policy
concept for public support of innovation, as well as an academic model of knowledge
production and application, initially described by Lundvall and Freeman?®, who used to it
oppose the prevailing views of neoclassical economics and the linear science & technology
model (Sharif, 2006). According to Chung (2002), NIS needs to coordinate three sets of
actors (universities, public research institutions and commercial sector), in order to foster
overall innovation capabilities in a national economy, which can be achieved by coordination
regional innovation frameworks. NIS does not only chart the way for collaboration of
different social sectors, but also provides a wider, socio-economic blueprint for constructing
the environment supporting the economic growth and development (Svarc, 2005).

Building upon concepts emphasizing the geographical proximity as a factor of socio-
economic development, such as M. E. Porter’s (1998) cluster-based theory of regional
competitiveness, the idea of a regional innovation system (RIS) has also been conceptualized.
Based on multiple sources of innovation within a regional context (including culture and
social relationships, geographical proximity, etc.), RIS can be analysed at a level of a city,
district, NUTS region, or any other sub-national unit (Doloreux & Parto, 2005). In addition,
relevance of the national innovation systems is challenged by alternative concepts, since
globalization and increased concentration of innovative activities in trans-national
corporations seem to change the ‘rule of the game’ (Freeman, 1995; Archibugi, Howels &
Michie, 1999).

Based on the idea that commercialization of knowledge is becoming a major driver of
economic growth and job creation, if a country does not wish to compete on low labour costs
with the Asian economies, new public policies for supporting innovative entrepreneurship are
being created. For instance, in Germany, during the 1990s, new regional policies have been
introduced, focused on building regional clusters, as to create university start-up companies,
as well as additional programs (so-called ‘Unternehmenregions’, i.e. ‘enterprising regions’)
for funding regional cooperation in innovative entrepreneurship (cf. Audretsch, Beckamnn &
Bonte, 2009).

This affirms the general position of Dahlstrand & Stevenson (2010), who argue that public
policies for supporting entrepreneurship and innovation should be coordinated within a single
framework, instead of ‘patching’ related fields of entrepreneurship and innovation by separate
policy areas (traditionally addressed by the separate entrepreneurship/SME support policy and
science & technology policy). They should also ensure the adequate performance of the
innovation process, since, traditionally, large European investments into research &
developments, in some sectors, have not been resulted in economic growth, workplace
creation and other significant economic effects. Such a disproportion between the excellent
scientific results, backed by public funds, and the lack of resulting technologies, products and

> Lundvall, B. (1985): Product Innovation and User—producer Interaction, Aalborg University Press,
Aalborg; Freeman, C. (1987): Technology, Policy, and Economic Performance: Lessons from Japan, Pinter
Publishers, London.
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applicable innovation has been defined as the ‘European Paradox’ and addressed by the EU
policy (European Commission, 1995).

3. CROATIA: TOWARD THE KNOWLEDGE-BASED ECONOMY?

Although the Republic of Croatia has pronounced development of the ‘knowledge society’ as
one of its main national priorities (MZOS, 2006; 2007; 2008), several Croatian authors are
questioning implementation of such a discourse in practice. Svarc (2006) argues that socio-
economic factors and the overall course of the transition processes are the root causes of such
a situation. Namely, adoption of isolated elements of market economy in the country, led by
the “ de-industrializing elites’ (ibid., p. 157) of the 1990s, led to the development of a ‘re-
traditionalized’ social setting, incorporating characterized by the ‘official’ nostalgia toward
the ‘Gemeinschaft’ (in terms of Toennies’ (1887/1963/2002) ‘Gemeinschaft’ vs.
‘Gesselschaft dichotomy). Therefore, even a contemporary structured innovation policy
program (dubbed ‘HITRA’ — Program hrvatskog inovacijskog tehnologijskog razvitka, i.e.
Program of Croatian innovation and technology development — see World Bank, 2004), could
not create significant benefits, due to the social setting and culture, inappropriate to accept the
principles, upon which the policy was supposed to be based. According to the same author
(ibid.), this has created a fragmented and dysfunctional national system of innovation, which
never progressed toward a ‘full fledged’ innovation policy.

Reform of the Croatian national innovation system and related policy/programs has been in
progress since 2005, with the assistance of the World Bank. The supply side of this
framework has been assessed as rather satisfactory, but its demand side and the actual
application of innovation in the economy were quite disappointing (cf. Svarc & Be¢i¢, 2007).
Somewhat earlier, Aralica & Baci¢ (2005) have analysed the Croatian innovation system and
capacity in the context of European integration and suggested that the most significant
problems in this field are related to the utter neglect of the life-long learning and the low level
of high-tech production sector in Croatia. Rac¢i¢, Radas & Rajh (2005) have used the findings
of the EU-wide Community Innovation Survey (conducted in 2004) and concluded that, at
firm level, innovation seemed to be associated with the increased firm size, which used to
practice the ‘closed model’ of innovation. In addition, most significant barriers to innovation
were located within the companies themselves (including strategy and corporate culture),
instead of being placed within the institution of the national innovation system (or ascribed to
some other external reason).

However, it is difficult to attribute root causes of inadequate innovation capability of Croatian
firms (which seems to be an accepted fact among Croatian authors in the field), to the
organizational/managerial deficiencies only. Namely, Svarc (2005) believes that deficient
innovation can be traced back to the overall processes of ‘de-scientization’, in addition to
previously discussed ‘re-traditionalisation’ and ‘de-industrialization’ (implemented by means
of ‘tycoon privatizations’). By the notion of ‘de-scientization’, she understands the social
marginalization of the academic sector and science in general, due to the development of the
‘anti-intellectual’ climate.

Some other factors, contributing to the inadequate Croatian innovation performance,
according to the same author, also include destruction of the technological infrastructure,
which once included research institutes, located at the large companies that were privatized
during the 1990s. Loss of such an infrastructure in often corrupted privatization processes,
without a clear concept of how to replace the lost scientific potential, has been accompanied
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by a ‘research paradox’ (similar to the European one) and weak cooperation between
remaining (public) scientific institutions and industry (ibid). Therefore, the overall
environment for fostering innovation became rather inappropriate, with policy measures
fragmented and often incompatible.

In such a situation, we believe that entrepreneurs needed to utilize their personal skills and
knowledge, as well as their social capital, in order to successfully innovate. Acceptance of
such a hypothesis would require the entrepreneurial characteristics (profiles) to be associated
with (at least) some elements of their innovative behaviour, which has been addressed by the
empirical part of this study, performed on a sample of Croatian start-ups, supported by the
Croatian bank for reconstruction and development (HBOR).

4. EMPIRICAL RESEARCH
4.1. Methodology of the empirical research

The empirical research of SME’s innovative capacity has been conducted on a sample of 50
borrowers, which were randomly selected from the database of entrepreneurs using HBOR’s
program for start-up financial support in the 2005-2010 period’. Definition of the start-up
adopted by HBOR relates to those individuals who haven’t previously owned (or haven’t
been co-owners) of an independent business entity, but wish to start their own business, in
order to secure permanent (self-) employment. Those entrepreneurs have a limited experience,
both as owners, as well as managers, although they may have an extensive engineering,
technological, or other form of experience, relevant for technological aspect(s) of innovation.
The most important problem has been the low quality of the sampling reference that can be
used to identify both start-ups and the population of entrepreneurs-beginners in Croatia.
Based on the Global Entrepreneurship Monitor project results for the Republic of Croatia, in
the 2002-2009 period, the average value of Total EntreEreneurship Activity (TEA) index has
been 5.7%. This can be interpreted in terms of each 18" adult person (between the age of 18
and 64) having the intent to start their own business, or has already started their independent
business activities within the previous 42 months. According to World Bank, there are 2.57
new entrepreneurs per 1000 active employees in Croatia, which is limited to the (new) owners
of the public limited companies®. However, it is extremely difficult to obtain data on these
individuals and their businesses, since a significant number of SMEs in Croatia exists only
formally, without any employees, or significant business activities.

As to obtain more reliable data, even if only on an indicative sample, we chose to analyse the
entrepreneurs who have successfully applied for the HBOR’s financial assistance in 2010,
which guarantees (at least) some level of administrative and entrepreneurial capacity, required
to complete the required procedures and put the received funding into a productive use. Since
there were only 50 successful applicants to this HBOR program in the Dalmatia office region,
we emphasize the limitations of such a sample, which does not represent the overall reality of
the Croatian SME sector. However, our respondents do represent a segment of Croatian start-
up entrepreneurs with significant work experience and industry expertise (as demonstrated by
analysis of entrepreneurial profiles, provided in Chapter 4.2), who, evidently, also have the
minimum capacity required to handle complex administrative tasks, such as successfully
applying for financial assistance from HBOR. In this context, they may be considered

3 See details for this program at: http://www.hbor.hr/Default.aspx?sec=1323 [Accessed 1.3.2011]
* See the Global Entrepreneurship Monitor Web site: www.gemconsortium.com [Accessed 26.2.2011]
> See the Web site: http://rru.worldbank.org/businessplanet [Accessed 26.2.2011]



The Ninth International Conference:“ Challenges of Europe: Growth and Competitiveness — Reversing the Trends”

somewhat more advanced than the Croatian average, although the field is still ‘under-
researched’ in Croatian business environment and open for further investigation.

We have designed the following analytical framework for the empirical research (see Figure
1), consisting of: (a) entrepreneurial profile (including formal education, previous experience
with the industry) and (b) characteristics related to the innovation capability (including self-
reported innovative activities and investment in innovation, as well as predisposition for
cooperation and open innovation acceptance).

Figure 1. The analytical model of the empirical research

ENTREPRENEURIAL
PROFILE

Work experience
Education (formal, informal)
Entrepreneurial motives

Source: Authors

ELEMENTS OF
INNOVATIVE
BEHAVIOR

Market

Product development
Networking & product
innovation

We hypothesize the existence of a relationship between the entrepreneurial and start-up
profiles and innovative start-up behaviour. Reasons for such a hypothesis have been already
described, since personal strengths of entrepreneurs are believed to compensate for the
institutional deficiencies of the national innovation system.

4.2. Profiles of entrepreneurs, start-ups and elements of their innovative behaviour

The surveyed start-up owners are mostly male (65%), highly educated (50%) and have more
than ten years of practical work experience (76%). Majority of surveyed entrepreneurs are
active in service industries (72%) and leverage their previous work experience, usually by
continuing entrepreneurial activities in industries, in which they have already worked as
employees (86%).

More than a half of surveyed start-ups are registered as public liability companies (52%), with
majority of those being micro-enterprises, with only a handful of employees (59%). The
preferred form of ownership is sole proprietorship (69%), which is expected for the case of
start-ups. Most respondents are oriented toward the local (38%) and regional market (24%)
and more than a half (55%) believe that their competition is quite harsh. However, only a little
less than a half of surveyed start-ups (48%) have survived more than five years, with
approximately one sixth (14%) demonstrating growth of revenue and created jobs.

Almost one fourth (24%) of respondents perceive their competitive position as being based on
innovative technologies, while more than a half (60%) assess their capability in product
(service) development either as very good, or excellent (measured on the Likert scale-type).
Only a minority of approximately one third (36%) believes that the future might bring
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problems with technology and its development. Majority of respondents (86%) are inclined to
cooperating with other actors in pursuing different forms of innovation.

4.3. Relationship between entrepreneurial profiles and innovative behaviour

Entrepreneurs’ innovative behaviour has been measured by several questionnaire items,
including: (a) perception of the innovation level (measured by its impact to the strength of
competition on the target market), (b) perception of company’s competitive performance and
innovative performance in product (service) innovation, (c) utilisation of business
consulting/assistance in the fields of competitive analysis/optimization and product/service
innovation and (d) involvement in business networking and affinity toward shared innovation
activities.

In order to establish the existence of relationship between the entrepreneurial profile and the
previously described elements of innovative behaviour, we have performed cross-tabulations
of innovation indicators with respondents’ education level, length of work experience,
industry experience and international business (export) orientation. For each cross-tabulation®,
the value of chi-square statistic has been computed, in order to demonstrate the existence of
hypothesized relationships. It should be noted that such a statistical procedure does not
provide any additional information regarding the nature of the established (statistically
significant) relationship, which required further detailed analysis of the groupings of cases in
cross-tabulations.

Firstly, the self-reported level of innovative behaviour should be reported. As already noted,
we decided to measure all forms of innovation (product/service, technological, organizational)
by examining their perceived influence to the strength of competition.

Table 1. Level of innovative behaviour (measured in terms of entry barriers to competition)

Valid
Frequency Percent percent
No competition due to technological and 12 24,0 24,5
product innovation barriers
1nﬂuen(':e of Strong competition due to the similar 20 40,0 40,8
mnovation to technological and product innovation
the strength of —
competition. .. Extreme;ly stropg competition due to complete 17 34,0 34,7
lack of innovation
Missing 1 2,0
Total 50 100,0

Source: research results (N = 49)

The obtained results indicate that the innovative behavior of responding start-ups either has a
rather low intensity, or that is quite inefficient, since approximately two thirds of respondents
from our sample perceive their competition either as strong, or extremely strong. Only one
third of respondents enjoy some level of entry barriers in their market segments (or industries)
due to innovation. Since we take the innovation (entrepreneurial) infrastructure as a given fact
at this point of time, we proceeded with the evaluation of a potential relationship between
innovative activities and the entrepreneurial profiles.

% Detailed cross-tabulations for all relationships are available from the authors.



The Ninth International Conference:“ Challenges of Europe: Growth and Competitiveness — Reversing the Trends”

As demonstrated by research results (see following table), only the industry experience seems
to be associated with the perception of technological innovation, with the Chi-square test
statistic being significant at the level of 1%. The following table provides a detailed cross-
tabulation, which demonstrates that industry experience iS negatively related to the
(perceived) innovative behaviour. Other elements of the start-up entrepreneurial profile are
not significantly associated with the perceived level of innovation.

Table 2. Chi-sguare statistic values for the relationship between the perceived innovation level and determinants
of the entrepreneurial profile

Relationship between the perception of Pearson Chi- dar Pearson Chi-Square
the innovation level and... Square Value Asymp. Sig. (2-sided)
N of Valid Cases = 49

...education level 14,220 4 ,007

...work experience 5,490 4 ,241
...industry experience 16,742 2 ,000%*
...International business (export) orientation 11,655 6 ,070

Note: **Accepted at 1% significance level; * Accepted at 5% significance level.
Source: research results (N = 49).

There might be multiple explanations for such a finding, although the most relevant seems to
be that previous industry experience (while being employed by another entrepreneur) seems
to make the respondent susceptible to accepting the established industry practices. This
finding might be further associated to utilization of innovation consulting (see Table 4).

Table 3.Perceived innovation level and industry experience cross-tabulation

Industry experience
. .. . Total
Existing Nonexistent

Perception of the No competition due to
innovation level technological and product 6 6 12
(measured by the innovation barriers
influence to Strong competition due to the
competition) similar technological and product 19 1 20

innovation

Extremely strong competition due

. . 17 0 17

to complete lack of innovation

Total 42 7 49

Source: research results (N = 49)

Namely, the responding start-ups do not use the product/service innovation consulting and/or
business assistance, while they seem a little bit more eager to use their (quite limited)
resources in similar services in the field of competitive analysis and/or optimization. This
might be a sign of their orientation toward optimizing their competitiveness within the
existing industry structures/practices, instead of trying harder to innovate, although this needs
to be confirmed by further research.
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Table 4.Utilized business consulting/assistance services

Utlhzat.l on of l.)usmess. Frequency Percent |Valid percent
consulting/assistance in...
None 25 50,0 78,1
....product/  |To some 5 4.0 6.3
service degree ’ i
innovation Often used 5 10,0 15,6
Missing 18 36,0
None 13 26,0 41,9
...competitive | To some 8 16.0 258
analysis/ degree i ’
optimization |Often used 10 20,0 32,3
Missing 19 38,0
Total 50 100,0

Source: research results (N = 32/31)

It is also interesting to analyze the relationship between utilization of business
consulting/assistance services, especially in the field of innovation, and the profiles of the
start-up entrepreneurs. Empirical results demonstrate (see following table) that the
entrepreneurial profile seems to influence the innovation consulting much more than in the
case of business assistance in the field of competitiveness. A small number of start-up
entrepreneurs who do use the innovation consulting/assistance have a lower education level,
but also less work and industry experience, which could be interpreted in the context of more
experienced and ‘industry insiders’ relying more on their previous experience with routines
learned while being employed. Furthermore, competitiveness consulting/assistance is
significantly associated with the industry experience only, with ‘industry insiders’ willing to
ask for such assistance quite often.

Table 5. Chi-square statistic values for the relationship between the utilization of business consulting/assistance
services and determinants of the entrepreneurial profile

Relationship between the product/service Pearson Chi- Df Pearson Chi-Square
innovation assistance and... Square Value Asymp. Sig. (2-sided)
N of Valid Cases = 32

...education level 6,000 2 ,050%

...work experience 9,739 4 ,045*
...industry experience 7,083 2 ,029*
...International business (export) orientation 5,826 6 ,443
Relationship between the competitive Pearson Chi- Df Pearson Chi-Square
analysis/optimization assistance and... Square Value Asymp. Sig. (2-sided)
N of Valid Cases =31

...education level ,188 2 910

...work experience 8,401 4 ,078
...industry experience 6,147 2 ,046*
...International business (export) orientation 12,346 6 ,055

Note: **Accepted at 1% significance level; * Accepted at 5% significance level.
Source: research results (N = 32/31)

We also analyzed the (perceived) levels of product/service innovation and competitive
performance. Their ratings seem to be somewhat higher in the field of innovation (mean =
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3.81; median = 4.00; st.dev = 0.938), than for the competitive performance (mean = 3.50;
median = 3.50; st. dev = 1.006). This might be interpreted in the context of our respondents
being somewhat more satisfied with the existing level and nature of product/service
innovation, although its previous assessment — in terms of serving as a competitive barrier —
should be viewed as quite unsatisfactory. To further explore this finding, we have performed
cross-tabulations and computer chi-square statistic values for the relationship between the
dimensions of perceived performance and characteristics of the entrepreneurial profile.

Table 6. Perceived product/service innovation and competitiveness performance

Perceived performance Frequency Percent |Valid percent
Poor 0 0 0
... product/ Adequate 4 8,0 8,3
service Good 14 28,0 29,2
innovation  |Very good 17 34,0 35,4
performance - ent 13 26,0 27,1
Missing 2 4,0
Poor 1 2,0 2,2
Adequate 6 12,0 13,0
...competitive |Good 16 32,0 34,8
performance  |Very good 15 30,0 32,6
Excellent 8 16,0 17,4
Missing 4 8,0
Total 50 100,0

Source: research results (N = 48/46)

In both cases, education, work experience and export orientation are significantly associated
with the performance evaluations, while industry experience does not seem to influence them.

Table 7. Chi-sgquare statistic values for the relationship between the perceived performance dimensions and
determinants of the entrepreneurial profile

Relationship between the perceived Pearson Chi- Df Pearson Chi-Square
product/service performance and... Square Value Asymp. Sig. (2-sided)
N of Valid Cases = 48

...education level 24,417 6 ,000%*

...work experience 14,950 6 ,021%
...industry experience 6,081 3 ,108
...international business (export) orientation 39,584 9 ,000%*
Relationship between the perceived Pearson Chi- Df Pearson Chi-Square
competitive performance and... Square Value Asymp. Sig. (2-sided)
N of Valid Cases = 46

...education level 18,533 8 ,018*

...work experience 23,008 8 ,003**
...industry experience 6,922 4 ,140
...International business (export) orientation 44,592 12 ,000%*

Note: **Accepted at 1% significance level; * Accepted at 5% significance level.
Source: research results (N = 48/46)
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Examination of cross-tabulations reveals some interesting trends’: high innovation
performance scores are relatively clearly associated with higher (college-level) education,
while easily identifiable trends can not be established for the work experience, or the export
orientation. At the other hand, a clear grouping of analyzed respondents has been also
identified for the case of a relationship between the high competitiveness scores and the
higher education levels, while clear groupings for the work experience/export orientation are
also quite difficult to identify.

Majority of respondents (based on N = 39 valid answers), i.e. 64% (i.e. 82,1% of valid
answers) are inclined toward networking and open innovation. Unfortunately, it is not
possible to explain such an inclination based on the start-up entreprencurial profile (see
following table for empirical results).

Table 8. Chi-square statistic values for the relationship between the inclination toward networ king/open
innovation and determinants of the entrepreneurial profile

Relationship between the inclination . .

. . . Pearson Chi- Pearson Chi-Square
toward networking/open innovation Df . .
and... Square Value Asymp. Sig. (2-sided)
N of Valid Cases = 39
...education level 3,486 1 ,062 (Exact Sig. =,098)
...work experience 1,218 2 ,544
...industry experience 1,866 1 ,172 (Exact Sig. =,313)
...International business (export) orientation 5,890 3 ,117

Note: **Accepted at 1% significance level; * Accepted at 5% significance level.
Source: research results (N = 39)

5. DISCUSSION OF RESULTS

Research results suggest that start-up entrepreneurs do not innovate efficiently, since the
innovative activities do not create any protection from already significant competition in their
market segments/industries. We suggest that, from the viewpoint of entrepreneurial profiles,
the innovation problems might arise from the rather extensive industry experience, which
makes the respondents susceptible to accepting already existing practices. Such a claim might
be further substantiated by the utilization of different forms of business consulting/assistance.

It is not clear why predominantly higher education and rather extensive work experience are
not significantly associated with the innovative behaviour, which should be the case from the
theoretical viewpoint. This might lead to the conclusion that the existing innovation capacity
has not been fully utilized in the existing start-ups, either due to the weaknesses of the
innovation infrastructure, or the entrepreneurs’ lack of motivation.

At the other hand, start-up entrepreneurs’ perception of both their innovative and competitive
performance is rather satisfactory, although innovation performance ratings are somewhat
higher. We could not identify any clear statistical trends in this context, except for the higher
education being a somewhat reliable predictor of higher perceived performance.

Majority of respondents also seem to be inclining toward business networking, which might
be an appropriate indicator that the open innovation model has some potential for these start-

7 Detailed cross-tabulations for all relationships are available from the authors.
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ups. Nevertheless, we haven’t been able to determine any potential relationship of such an
inclination with the entrepreneurial profile.

These, rather disappointing results, should be analyzed in the context of the overall
entrepreneurial profile of the national economy. According to the GEM project results
(Singer, 2006), Croatian motivation index for entrepreneurship is somewhat higher than 1,
which is interpreted in terms of a large amount of adult entrepreneurs due to necessity, instead
of using the perceived business opportunities. In addition, the amount of entrepreneurs with
their businesses surviving longer than 42 months is rather lower than for other comparable
countries.

Therefore, we believe that, at the policy level, additional consideration should be dedicated
both to development of analytical tools, as well as to improving the existing innovation
infrastructure/policies. Namely, it is quite difficult to evaluate the results of the national
innovation infrastructure, since a lack of nationally accepted definition of innovative
entrepreneurship creates confusion as to what can be classified as an ‘innovative’ business,
how these are comparable to the innovative SMEs in EU, as well as what is the dynamics of
innovative entrepreneurship (according to industries, regions, entrepreneurial performance,
etc). Reaching such a consensus is the least which can be done at the national level to support
the innovative entrepreneurship. Namely, appropriate indicators (revenue generated by
innovative products/services, their amount as a percentage of total revenue, research &
development expenditures, their amount as a percentage of total costs) are rather simple and
should be collected on regular basis, which is, currently, not the case in Croatian SME sector.
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ABSTRACT

This study is set up to assess the relationship between advertising based on location and
effectiveness of banner ads on social networking sites. The main research question is: Is
location specific advertising more likely to overcome the problems associated with banner
advertisements than non-location specific advertising on the social networking site
Facebook? The research took an explanatory approach establishing casual links between the
selected variables. An on-line attitudinal survey was issued to Facebook users and their
responses were analysed through quantitative statistical techniques to test the hypotheses and
observe significant correlations. The conclusions drawn from the results show that Facebook
is a highly used medium mostly for socia purposes. However the site users generally do not
find advertisements placed on the site effective. The results also suggest that location specific
advertisements could improve consumer perceptions of effectiveness through increased
relevancy and could also help increase responsiveness but only at a basic level, which
includes awareness and brand recall.

INTRODUCTION

Generally, the Internet and associated technologies is of great importance to entrepreneurs and
international businesses. It is alow cost route to international markets (Jobber, 2004), which
can bring down industry barriers for smaler firms (Doyle & Stern, 2006; Belch & Belch,
2004). The focus here is on the use of Internet advertising and in particular, banner
advertisements, which are the smplest and most common form of on-line advertisement but
their effectiveness is questionable (Belch & Belch, 2004; Chaffey, 2003). Online advertising
is of particular relevance to international business because consumers can be easily made
aware of products globally and buy directly online.

However, businesses also often face the dilemma of choosing the right solution and how
globalised or localised their approach to advertising should be. International marketing on-
line involves the problem that an increasing number of customers have access to the same
information and it is harder to tailor it to local markets (Belch & Belch, 2004). Cullen &
Parboteeah (2005) warn that firms operating internationally must still solve the global-local
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dilemma. Additionally banner advertisements, often placed on social networking sites, are
widely criticised for their lack of effectiveness with a click through rate as low as 0.5% but
there is the possibility that this could be counteracted through an increasing relevancy to the
consumer. A magjor problem with banner ads is that there are so many of them and the
resulting clutter has a detrimental effect on effectiveness. Indeed, the popularity of social
networking sites is one of the reasons Kennerdale (2001) identifies for the failure of banner
ads is they are often untargeted despite the Internet offering opportunity for targeting a
particular audience. E-Marketer (15/2/2009) predicts that usage of social network sites will
continue to grow and that the involvement level of existing users is deepening. They aso
claim that the demographic range of social network users is expanding. Social networking
sites are particularly helpful for online targeted marketing campaigns because they are full of
personal data that people voluntarily or accidentally offer. One of the key strengths social
network sites hold for advertisers is the large amount of time people are spending on these
sites. Yet marketers are increasingly puzzled about their effectiveness mainly because of the
social aspect of these sites where people ‘come’ to socialise but not to purchase (Economist,
27/11/2008).

This paper will look at the relationship between advertising based on location and
effectiveness of banner ads on social networking sites. Location will be used due to the
global-local dilemma businesses face. Specifically, the research question is as follows. Is
location specific advertising more likely to overcome the problems associated with banner
advertisements than non-location specific advertising on social networking sites such as
Facebook?

The research took an explanatory approach establishing casual links between the selected
variables. An on-line attitudinal survey was issued to Facebook users and their responses were
analysed through quantitative statistical techniques to test the hypotheses and observe
significant correlations. The study focused on only one social networking site, the Facebook,
one of the most popular sites of this kind. In March 2009 Facebook overtook e-mail as the
most popular communication tool (James, 2009). Facebook now claim that advertisers can
reach an audience of over 200 million active users (Facebook.Com, 2009). Similar to the
social networking industry as a whole, the demographic reach isincreasing for Facebook. For
instance, the audience is getting older with 46% of users being over 26 years of age (E-
Marketer, 25/02/2009). For these reasons Facebook was chosen as the empirical research
context for our study of the effectiveness of social network advertising.

LITERATURE REVIEW

There is aglobal on-line culture with everyone being able to access the same information and
this makes it difficult to tailor messages to different local markets (Belch & Belch, 2004). To
do this effectively companies must solve what is known as the global-local dilemma (Cullen
& Parboteeah, 2005). On-line consumer marketing often presents companies with the problem
of wanting to be a global organisation with shared values and modes of operation but they
also need to be attentive the culture of local markets they are trying to target (Oz, 2002).
Global approaches are more standardised and can offer standardised communications.
Localised approaches are more attentive to cultural diversity and the differing needs of
different populations. A localised approach will go beyond translation and adapt to cultural,
technical and administrative differences (Tixier, 2005). The term “glocalisation” refers to the
use of a combination of the two approaches (Oz, 2002). For example, the United Airlines site
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for France has the same structure as the American site but offers services and content specific
to the needs of the French consumer (Tixier, 2005). Advertisers may find their on-line
campaigns more effective if they take this more localised approach.

ON-LINE ADVERTISING

On-line advertising expenditure has exploded and many leading brands have launched on-line
campaigns (Krishnamurphy, 2000). This has accompanied changes to how consumers use
different forms of media. Over 20% of consumersin the UK, Germany, the US and Japan and
33% of consumers in France and Italy say they watch less televison now that they have
Internet access.

Some of the factors making on-line advertising popular include the proportion of the target
segment that can be reached compared to traditional media, the proportion researching
offerings on-line and the proportion willing to make a purchase on-line (Chaffey, 2007). The
ease of reaching huge numbers has also meant small companies can reach audiences they
could never reach before on their limited marketing budgets (Belch & Belch, 2004).

The Internet offers many other features attractive to advertisers. In particular, there is the
ability to target audiences specifically with a tailored message reducing wastage (Belch &
Belch, 2004; Chaffey, 2007; Krishnamurphy, 2000). There are also instances where direct
relationships are developing between consumer and producer (Sharma & Sheth, 2002).
Interactivity can provide a greater chance of communicating a powerful message to the target
group (Chaffey, 2003). However, some forms of on-line advertisements may not be effective
at enabling these benefits for instance banner advertisements have to grab the users' attention
before any kind of interactivity can take place.

Traditional media, such as television, offers the same message to different segments as it is
often poorly targeted (although media fragmentation does allow for some targeting). Often
consumers would not even watch the advertisements; instead they would find another way to
fill the time, such as channel hopping. The Internet is a lean forward media, meaning it tends
to have the users full attention, unlike television that could smply be on in the background
(Chaffey, 2007). This would make it of interest to marketers to utilise the benefits of the
Internet as an advertising medium. However, although the site being visited is likely to have a
user's full attention, this does not guarantee that any advertisement will receive any of the
users attention.

SOCIAL NETWORKING SITES AND ON-LINE ADVERTISING

The demographic coverage of social networking sites makes them attractive to an
international marketer. A growing number of people use socia networking sites, including the
hard to reach group of 18-26 year olds (Whiteside, 2008). These sites have seen a rapid
increase in usage while traffic to other on-line media such as portals has decreased (James,
2009). Within Europe, 210 million people visit social networking sites in a month (E-
Marketer, 19/03/2009).This usage is increasing. In the US aone it is predicted that the
number of userswill increase by 44.2% to 115 million (E-Marketer, 17/02/2009).

Socia networking sites allow marketers to identify and target their audience more easily
(Aitchison, 2006). Therefore, in theory, advertisers should be able to offer high impact
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messages with minimal wastage through more effective targeting (Grande, 2009).
Commonalities, on which targeting can be based, can include race, religion, sexuality,
hobbies, interests, abilities, location and numerous other factors (Hawkes & Gibbon, 2008).
To reach the target audience effectively advertisers need to identify the most relevant sites
and who uses them. The target audience should be known and where their ‘hot spots’ are, as
this is where they are likely to be more receptive to the brand message (Hawkes & Gibbon,
2008).

One of the strengths of social networking sites is the amount of time spent on them by users.
According to Whiteside (2008), 87% of users visit at least once a week and 30% visit every
day. This is important to the notion that social networking sites provide a useful tool for
advertisers and leads to the first hypothesis:

Hypothesis 1. Facebook will be a highly used medium by respondents.

According to James (2009) “the opportunity is there and is bigger than the problem.” Social
networking sites present advertisers with many opportunities but if banner advertisements are
the format of choice it may be possible, as there are many problems associated with on-line
banner advertisements, that the problem is actually bigger than the opportunity.

ON-LINE BANNER ADVERTISEMENTS AND THEIR PROBLEMS

According to Chaffey (2003), the purpose of the banner advertisement is to direct traffic to
the website where advertisers want the consumer to click on the link. A banner advertisement
can therefore be considered an “ad for the ad” as it is an advertisement for the website, which
Is the actual advertisement for the offering (Choi & Rifon, 2002). They will also be hoping
that an advertising message will be seen either consciously or subconsciously (Chaffey,
2003). If we agree with Chaffey’s definition for the purpose of banner advertisements then it
must be said that the effectiveness of banner advertisements has increasingly declined over
the past decade. The click through rate started at 7% in 1996 but has declined to between only
0.2% and 0.3% only (Chaffey (2007).

Part of the reason why banner advertisements are losing effectiveness is due to clutter (Belch
& Belch, 2004), they are everywhere and do not stand out (Kennerdale, 2001). Consumers
often ignore anything that looks like an advertisement on a web page (Chaffey, 2007) as the
purpose of their visit will not be to view a banner advertisement. Some researchers observed
eye movements of consumers as they browsed web pages and found that they not only gave
them little attention but actually actively avoided them (Krishnamurphy, 2000; Dreze &
Hussher, 1999). On top of this, they can often be poorly targeted with no cultural,
geographical or industrial relevance (Kennerdale, 2001).

These are the main problems associated with on-line banner advertisements but an important
criticism has not been made of the literature so far. This is related to the use click through
rates as a measure of effectiveness. If more traditional marketing tools are used, banner
advertisements may not seem as ineffective. Choi & Riffon (2002) argue that they can have a
positive effect on brand awareness, attitudes and purchase intention as well as web traffic.
Some researchers believe that banner advertisements should be used at a more basic level by
suggesting that advertising budgets are better spent on building awareness, not brand building.
(Ilfeld & Winer, 2001).
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The Hierarchy of Effects model is the best known and is commonly used to assess the
effectiveness of marketing communications. It reflects the stages the consumer goes through
to eventually make a purchase. There is also the Innovation Adoption model, which refers to
the stages a consumer goes through when adopting a new product, and the Information
Processing model, which unlike the other models includes retention (Belch & Belch, 2004). A
combination of the models that could be used to assess effectiveness at different levels of
response is shown as Figure 1.

Figure 1 On-line Consumer Response Hierarchy
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Source: Belch & Belch, 2004: 147-148

BANNER ADVERTISEMENTS ON SOCIAL NETWORKING SITES

High status vehicles such as Facebook tend to be more effective at creating a positive
advertising effect (Choi & Rifon). Despite this, there have been relatively few examples of
successful social media marketing (Grande, 2009). Many advertisers consider it to be an
unproven medium and think the semi-controlled environment poses a risk to the brand
(James, 2009; Vogt & Knapman, 2008). It is also a fickle market with consumers aways
moving to the next ‘ hotspot’ (Raskin, 2006).

To highlight the problem of advertising on a social space, Ted McConnell, General Manager
of Interactive Marketing for Procter & Gamble was quoted as saying (Tamler, 2009) “What
on earth made you think you could monetise the real estate in which somebody is breaking up
with their girlfriend?’

Social networking sites such as Facebook fit into this category. On-line, the control lies with
the consumer so it is more important than ever to understand things from their vantage point.
For example, are they on-line to shop, socialise or for entertainment? The research will
therefore test the following hypothesis:

Hypothesis 2(a): Respondents will use social networking sites mainly for social purposes

21



THE USE OF LOCATION SPECIFIC ADVERTISEMENTS ON FACEBOOK ...

The purpose of socia networking sites may make them ineffective hosts for banner
advertisements. On-line, users will intentionally seek information relevant to their needs
(Choi & Rifon, 2002). However, it is possible to switch motives, for example, if the user
becomes bored with the original motive or something else grabs their attention (Rogers &
Thorson, 2000). In order to do this, it is important for the advertising message to stand out.
The problems associated with the environment and motives for visiting the site combined
with the problems associated with on-line banner advertisements leads to the following
hypothesis:

Hypothesis 2(b): Respondents will not find banner advertisements placed on social
networking sites effective

A UK study by Jam/Myspace in early 2009 showed that 26% of socia media users felt
bombarded by too much clutter and advertising (James, 2009). They want to choose how and
where they digest advertising messages (Hawkes & Gibbon, 2008). Clutter is a problem but
there are still arguments that marketers can break through it with well targeted messages. It is
therefore worthwhile investigating whether forms of targeted marketing can break through the
clutter, as the literature does not provide a clear answer to this question.

Marketers have to find ways of overcoming these problems. One way is to make the
advertising message as relevant as possible to the recipient. Segmentation and targeting will
therefore prove to be important. One of the ways consumers can be segmented is be
geographic location. The use of location specific advertising may be able to grab the attention
of the target market through increased relevance to the consumer.

LOCALISATION OF ADVERTISEMENTS

In theory, users will be more responsive to advertisements that fit their profile (Kennerdale,
2001). Customers want to experience responsiveness to their needs and first impressions are
important (Chaffey, 2007). Messages must be relevant to the target audience. An example of
a poorly targeted banner advertisement on Facebook is that for the Give Blood campaign. The
advertisement was posted on the profile pages of Scottish members and provided alink taking
the respondent to a website where they could find out where to donate blood (Facebook.com).
However, the website only provided locations within England and Wales, Give Blood in
Scotland had an entirely different website. This was an example of poor geographical
targeting because it meant the respondent had to take extra steps to find the information they
needed, which reduces the chances of the respondent actually seeking the information.

Cultura differences that are often ignored in the context of socia networking sites may
significantly affect the effectiveness of this new advertising channel (Hawkes & Gibbon,
2008). For example, UK audiences are less tolerant to intrusive advertisements than US
audiences, suggesting certain types of advertisements can be used in some countries but not in
others (Kennerdale, 2001). It is therefore important that advertisers acknowledge the
differences between countries. Ignorance of culture differences on socia networking sites
may create embarrassment and make communication ineffective. Tixier (2005) claims that
localisation can lead to a 200% increase in e-sales for an organisation operating outside of its
own language borders. This leads to the final hypothesis, which has been broken into two
parts:
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Hypothesis 3(a): Respondents will have a more positive attitude towards |ocation specific
advertisements on Facebook

Hypothesis 3(b): Respondents will be more responsive to location specific advertisements on
the social networking site

Existing scholarly literature on the use of location specific advertisements on social
networking sites is with isolated cases, scarce and not well empiricaly supported. Unni &
Harmon (2007) have provided research on the use of location-based advertisements.* The
benefits of using this form of advertising are being able to reach the consumer when they are
ready to buy and to provide a message within an appropriate context. Promotions can be
offered for preferred products or services relevant to the consumer’s location (Unni &
Harmon, 2007). Even so, Unni & Harmon's (2007) research shows that the perceived benefits
of location based advertising to be low and it only seemed to be relevant to consumers when
they actively requested the information.

It would seem, judging from the banner advertisements placed on Facebook pages, that
location specific advertisements still have their place. It is common for international music
acts to announce their tour in a particular country. For example, the American singer Taylor
Swift posted banner advertisements on the Facebook profile pages of UK users that provided
a link to a website with venues and dates, a video advertisement for the tour and the
opportunity to buy tickets from the site.

RESEARCH METHOD

Measuring the Effectiveness of On-line Advertisements is one of the greatest challenges
regarding banner advertisements and deters many advertisers from using the medium
(Krishnamurphy, 2000). Social network sites are no exception. Attitudinal measures are
important as research suggests exposure to banner advertisements can have effects such as
increased awareness, recall and positive attitudes even when there has been no click through
(Krishnamurphy, 2000; Rogers & Thorson, 2000; Dreze & Hussher, 1999). These issues have
had an influence on the choice of the research method used. Our research takes an explanatory
approach establishing casual links between selected variables: location specific content in the
written text of banner advertisements (independent variable), consumer responsiveness to the
advertisement and consumer attitudes to the brand (dependent variables), and extraneous
variables related to, for example, emotional appeal. The extraneous variables make it difficult
to measure by experiment as there are factors that could influence an individual’s response.
For this reason the opinion of the respondents is being asked directly, rather than observed.
The dependent variables being researched are therefore opinion based.

The survey was conducted on-linein the first half of 2009. The questionnaire was constructed
around the key research objectives with each section of the questionnaire geared at answering
one of the research objectives. The questionnaire was made up of categorical options for the
respondents to choose from. For the questions geared at obtaining the respondent’s opinion a
list of statements was presented using the Likert-style rating scale. Different forms and levels
of responsiveness were identified using the On-line Consumer Response Hierarchy presented
earlier as Figure 1.

! For example, Reebok offered afree pair of trainers to the first customer to get to the local store and show the
message and within minutes more than fifty consumers arrived at the store displaying the message.
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Points of contact on Facebook were used to distribute the questionnaire. The points of contact
were about 1,000 international students on several University campuses across the UK,
mainly from within the hard to reach age group of 18-26 years of age and with the additional
aim of identifying possible cultural differences. We received 176 useable replies representing
17.6% of the sample.

Basic descriptive analysis of the data collected was carried out to see where the mgority of
the responses tended to be positioned. This was then teamed with statistical analysis using the
Spearmans Rho test. As many of the variables used were ordinal (categorical variable with
some form of intrinsic ranking) non-parametric measures were employed. The correlation
coefficient was used to assess the strength of the linear association between pairs of ordinal
variables, which included questions where respondents were asked to indicate strongly agree,
agree, neutral, disagree or strongly disagree. The sample was quite varied in terms of
nationality, 22 in total, however the majority were from the UK (52.99%) followed by China
(7.46%), India (4.48%), Nigeria (4.48%), North America (4.25%), Germany (3.73%) as the
main nationality groups. The age distribution was made of two dominant bracket groups, 20-
26 (57.45%) and 27-34 (31.34%). The remaining were mature students, anything between 35
and 53 years of age.

RESULTS AND DISCUSSION

The results for each section, geared at testing each hypothesis, are now discussed in relation
to the literature review. Although not every result can be covered in this section, the results
most relevant to answering the research questions have been discussed.

Hypothesis 1: Facebook will be a highly used medium by respondents

The survey confirms that Facebook is the most (90.75%) used social network site. The
majority of the respondents (59.54%) visit the site everyday and only 9.83% visit it less than
once a week, 10.4% visit every other day, 15.03% couple of times per week, once a week
5.20%. The results show that 38.73% of the respondents tend to spend 10-19 minutes on the
site per visit, 17.92% spend 20-29 minutes and 11.56% spend 30-39 minutes. This suggests
that the most people do spend an amount of time looking at the site, although not a massive
amount of time with only 1.16% spending 40-49 minutes on the site and 7.51% spending over
an hour on the site. There are till a large percentage of respondents who do not spend much
time on the site with 23.12% spending less than 10 minutes per visit.

Whiteside's (2008) claims that people are watching less television and moving onto the
Internet. Internet users can visit many sites when on-line. Is Facebook a highly used site? The
results say yes.

Facebook is a highly used medium by respondents as the large majority (91%) say it is the
social networking site they visit most frequently and they tend to visit the site every day. The
results showed respondents giving even higher percentages than that reported by Whiteside
(2008). A high percentage (60%) of the respondents said they visited the site everyday,
compared to the 30% reported by Whiteside (2008). This could be influenced by the
differences between the samples. For example, the sample for this research, Facebook users
only, will be relatively computer literate. However the majority of the respondents do not
spend a great amount of time on the site per visit but most spend more than ten minutes on it
per visit, only 23.12% spend less than ten minutes.

24



The Ninth International Conference:* Challenges of Europe: Growth and Competitiveness — Reversing the Trends”

Hypothesis 2(a): Respondents will use social networking sites for social purposes

The results suggest that respondents will tend to use social networking sites mainly for social
purposes. It seems that the most important reason why respondents use social networking sites
isto talk to friends and family (77% agreeing or disagreeing they use it to talk to close family
or friends and 82% using it to talk to family or friends they rarely see) or track down old
friends or family (66%). This demonstrates the importance of Facebook as a communication
tool. However, it is also used when no messages are sent, as many (52%) will just look at
others pages without leaving a message. Advertisers will have to take into account, with
caution, that most people are using the site to socialise. The results suggest that it is not being
used by members to talk to people they do not know. This may have implications for certain
types of advertisement for example, an advertisement for meeting single people on-line could
be misplaced on Facebook as the users are not interested in interacting with people they do
not know off-line.

Respondents also largely disagreed that they used the site to look at campaigns (61% agreeing
or disagreeing). Advertisers trying to promote a campaign then face the challenge of grabbing
the consumers’ attention. Respondents may not use Facebook primarily to look at campaigns
but this does not necessarily mean they will not switch motives, as Rogers & Thorson (2000)
suggested, whilst visiting the site, perhaps if they are bored and allowing themselves to
browse different things. In order to achieve this the advertisement must standoui.

The Spearman’s Rho correlations suggested that the sample can be divided into two groups:
Group 1- those who use it to socialise with people they already know and Group 2 those who
do not to socialise with people they already know. Group 1 consists of those using it talk to
close friends or family, friends or family they rarely see and to track down people they have
lost touch with. Group 2 consists of those who use it to talk to friends of friends, listen to
music or find out about bands, talk to people they do not know and look at
campaigns/petitions. However, it must be remembered that those in group two are the
minority.

The use of socia networking sites for social purposes is further supported by the reasons why
respondents chose Facebook over other social networking sites. The most important reason
was because more of their friends were members (83% agreeing or strongly agreeing). The
Spearman’s Rho correlations also showed that those who chose it because more of their
friends were members also tended to visit the site more frequently. As people go on the site to
socialise and they have little interest in talking to people they do not know, there would be
little point in joining a social networking site where their friends were not members. This has
another implication for advertisers. They must keep up with the trends and fads within social
networking, as Hawkes & Gibbon (2008) suggested, because their target audience will ssmply
follow where the majority of their friends appear to be.

Hypothesis 2(b): Respondents will not find banner advertisements placed on Facebook
effective

Although the Internet was ranked the most frequently used medium, it is not ranked the most
effective medium for advertising with only 32% of the respondents ranking it most effective,
though this is not a completely negative figure. Television was ranked the most effective
medium by 59% of the respondents. This contradicts Chaffey’s (2007) claims that television
advertising is a waste of time and the Internet is more effective because it is a lean forward
medium. It is important to remember that there are many things a user can be looking at on
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the site. This is where clutter and other distractions become a problem to the on-line
advertiser.

The results suggest that respondents do not find banner advertisements on Facebook effective.
The biggest problem seems to be that respondents fedl distracted by other content on the page
(68% agreeing or strongly agreeing) and there are also problems with people feeling too
bombarded by advertising clutter on the site and finding advertisements on the site a nuisance
(45%). The results showed an even higher percentage (46%)? of respondents saying they felt
bombarded by too much clutter and advertising than that of the UK study conducted by
Jam/Myspace in early 2009, which was 26%. This again may be due to sample differences by
nationality. This supports the problem Dreze & Hussher (1999) identified with banner
advertisements sharing bandwidth with other content. It also means the large amount of time
the users spend on-line and on Facebook could be detrimental to the effectiveness of the
banner advertisement.

The large mgjority claim they do not tend to pay any attention to them (with 76% disagreeing
of strongly disagreeing) or click on the link provided (61% disagreeing or strongly
disagreeing). Thisis amajor problem for the advertiser because it will prove difficult to place
an effective banner advertisement on Facebook if the target audience do not even pay them
any attention. It is particularly a problem if we accept Chaffey’s (2003) views that the
purpose of a banner advertisement is to direct traffic to the website, as it would then seem
banner advertisements are not serving their purpose.

A large number of the respondents (34%) felt that advertisements on social networking sites
were less effective than on other sites. This supports the claims that social networking sites
bring additional problems to advertisers. The proposed benefit of social networking
advertisements being more relevant, does not appear to be present as not many of the
respondents (16%) agreed that advertisements on their profile page tend to be more relevant
to their needs. This supports Choi & Rifon’s arguments that the content on social networking
sites may be too genera to be relevant enough to influence brand attitudes and purchase
intent. However, a large percentage of the respondents (39%) still think Facebook is a useful
advertising tool. This suggests that the opportunity for effective advertising may be there but
advertisers are failing to utilise the proposed benefits of relevancy. This ties in with
Kennerdale's (2001) accusation that banner advertisements tend to be poorly targeted with
little relevance to the user.

This does not provide any strong support for the view that the social use of the site will make
it less effective. The respondents were asked directly if they thought advertisements on
Facebook were even less effective than on other sites and the large majority were either
neutral (41%) or disagreed (25%), though a fair number of the respondents agreed (34%).
This suggests the site being used for social purposes is therefore not the major problem it was
made out to be in the literature, for example, by Tamler (2009) and James (2009).

Hypothesis 3(a): Respondents will have a more positive attitude towards location
specific advertisements on Facebook

An important thing to note from the results is that the large majority (80%) of the respondents
include their location in their profile information, allowing advertisers to search and target
these users based on location. The results suggest that respondents do have a positive attitude

217.42% strongly agreeing and 29.03% agreeing
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towards location specific advertisements on Facebook with the majority (64%) agreeing that
they are more effective than non-location specific advertisements. In what way do they find it
effective? The majority (54%) agree that location specific advertisements are more relevant to
them. This contradicts Unni & Harmon's (2007) argument that the perceived benefits of
location specific advertisements are low, athough it should be noted that their research
regarding location was based on adverti sements through mobile phones.

The Spearman’s Rho correlation test also showed that those with positive attitudes towards
advertisements placed on Facebook were more likely to have a positive attitude towards
location specific advertisements. Likewise, those with negative attitudes towards banner
advertisements on Facebook were more likely to hold negative opinions of location specific
advertisements. This makes it questionable whether location specific advertisements can
counteract negative consumers attitudes, as those who already had a negative opinion of
Facebook advertisements are likely to still have a negative opinion of a location specific
advertisement. Unni & Harmon (2007) suggested that well tailored and targeted messages
could counteract low perceptions of value. Perhaps being location specific is not enough. It
should be teamed with other ways of tailoring the message to the target audience to be
effective.

Hypothesis 3(b): Respondents will be more responsive to location specific
advertisements on Facebook

The results suggest respondents are more responsive to location specific advertisements on
Facebook but only at the lower levels of the On-line Consumer Response Hierarchy. It seems
that location specific advertisements are more effective in terms of making users aware of the
advertisement (41% agreeing or strongly agreeing), read the content (42% agreeing),
remember seeing it (45% agreeing) and remembering the content (41%). The responses were
fairly mixed with many remaining neutral with regards to being more likely to click on the
link provided (39% neutral) and reading the information on the brands website (33% neutral).
The results suggest that location specific advertisements are not more likely to increase
purchase (with 50% disagreeing or strongly disagreeing).

An interesting result from the Spearman’s Rho correlations, was between those who are more
likely to click on a link provided by a location specific advertisement and those who think
location specific advertisements stand out more. This was the only significant correlation
found with those who are more likely to click on the link. This suggests that if the advertiser’s
aim is for users to click on the link, it is very important that they manage to make the
advertisement standout.

CONCLUSIONS AND IMPLICATIONS

The Internet is a highly used medium and Facebook is a highly used site on this medium. This
is why it would be a great benefit to advertisers if they could communicate to their target
audience effectively on-line. They may also want to consider a social networking site, such as
Facebook, to host the advertisement.

If an advertiser does choose to place an advertisement on a site such as Facebook, they should
be aware that people will mostly use it for socia purposes and this can have implications for
their advertising campaign. In particular, those who only tend to use it to talk to people they
already know off-line can have different perceptions than those who do not use it for this
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purpose. This research suggests that the former will tend to have less favourable perceptions
of advertisements on Facebook. Advertisers must also keep up with trends and fads in socid
networking. Users follow their friends meaning advertisers should find out where the
“hotspots’ are for their target audience.

Advertisers should be aware that there are difficulties present making the Internet a less
effective medium than one might hope for. This is a symptom of sharing bandwidth with
other content. These problems are evident on Facebook. Users will often find banner
advertisements placed on the site ineffective. They often feel distracted by other content on
the page and by clutter. Advertisements on the site do not appear to stand out to users and the
majority do not click on the links provided. Social networking offers the potential to send a
more relevant tailored message to the target audience but this benefit is not being realised.

The research assessed whether a simple targeting base, geographical location, could make the
advertisement standout more by increasing relevancy to the consumer. It seems that location
specific advertisements do encourage more desirable attitudes. People think they are more
effective and more relevant to them. However, they still do not seem to make the
advertisement stand out more. Advertisers should be warned that those that already hold
positive attitudes towards advertisements on Facebook are more likely to continue holding a
positive attitude towards a location specific advertisement. Likewise, those that held a
negative attitude towards advertisements on the site are more likely to continue holding
negative attitudes if the advertisements are location specific. This does not mean all users
holding negative perceptions of the advertisements will not recognise any value in location
specific advertisements.

The increased perceptions of value created by making an advertisement location specific can
make the users more responsive but only at certain levels of the on-line consumer response
hierarchy. Advertisers may find location specific advertisements useful if their marketing
objectives are based on increasing brand awareness and recall. The user is a'so more likely to
read and remember the content of the advertisement, meaning very basic product/service
information can be dispensed to users. However, location specific advertisements are not
likely to be any more useful to advertisersif the objectives lie higher up the hierarchy. Also, if
marketers rely on click through rates as a measurement of effectiveness, they are likely to
achieve disappointing results.

LIMITATIONS AND SUGGESTIONS FOR FURTHER RESEARCH

Limited time and resources have put limitations on the research. The sample size, 176
respondents, is not an ideal size. This is especialy the case as the sample covered a wide
range of demographic groups, meaning many of the groups were too small to carry out any
statistical tests upon. All that can be said for the sample is that it includes respondents from a
wide range of demographic backgrounds, but there are not enough respondents within each
group to make any decent generalisations regarding the differences between the groups. These
differences would be of great interest to an international marketer. Further research could
involve a larger more representative sample allowing statistical tests, such as the Chi Square
test of independence, to be carried out and assess the significance of demographic groups to
the responses given.

The results are also limited in that they reflect the opinions of Facebook users only. The
results cannot be applied to other social networking sites. Further research could investigate
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other sites. On-line marketers can research sites that are ‘hotspots’ to their target audience at a
given time. The results should be teamed with further research on the subjective features. The
research did not take into account subconscious thought. This could limit the reliability of the
results as it is very likely that the thought processes involved will involve some amount of
subjective thought. Further research could involve laboratory experiments assessing eye
movementsin relation to different advertisements.
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ABSTRACT

This paper explores the role of industrial policy as a means to stimulate economic revival of
economies of South East Europe which have been severely affected by the recent global
economic crisis. Following the crisis there has been a loss of confidence in the prescriptions
of neo-liberal economic thought which prescribed a strong reliance on the market and the
withdrawal of the state from active intervention in the economy to promote industrial
development. As yet, however, no single alternative growth model has been proposed which
has won widespread acceptance. Policy reactions have focused on supporting the financial
sector though bank bail-outs combined with a macro-economic policy package involving
loose monetary policy, guarantees for sovereign debt, fiscal retrenchment and austerity
packages; the design of active industrial policies to improve competitiveness have been less in
evidence. This paper reviews some international experience of industrial policies in different
institutional contexts. Specifically, it addresses the issue of whether industrial policies are best
delivered by central governments, or by sub-national levels of government within a context of
administrative and fiscal decentralisation designed to stimulate local economic development.
The paper assesses the relevance of such policies of in the context of the countries of South
East Europe, and reviews the various approaches which have been adopted to promote
economic growth in the region in recent years. This paper argues that a Europeanisation of
industrial policy has taken place as a consequence of the EU pre-accession, even in countries
which are not currently candidate states. It concludes with an assessment of the relevance of
industrial policy to economic recovery in the region, and the role that decentralisation and
local economic development may play in that process.
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1. INTRODUCTION: THE ECONOMIC CRISISAND INDUSTRIAL POLICY

With the advent of the global economic crisis, the limitations of unregulated free-market
capitalism have become apparent. The rise of the financial sector as a dominant force in many
developed economies, accompanied by de-industrialisation has left these economies
vulnerable to destructive financial bubbles. The most recent permutation of the global crisis
has seen the transference of private sector indebtedness to the state. Faced with the urgent
need to raise labour productivity and international competitiveness so that renewed economic
growth would underpin a sustained reduction of government deficits, countries in the
European periphery are bereft of suitable policy instruments. It is in this context that finding
suitable forms and approaches to industrial policy is once again on the agenda, promoted
indeed by the European Commission which has called for a ‘fresh approach’ to industrial
policy as a means to promote recovery from the economic crisis in the EU (EC 2010).

This paper explores the role of industrial policy as a means to stimulate economic revival of
economies of South East Europe which have been severely affected by the recent global
economic crisis. Following the crisis there has been a loss of confidence in the prescriptions
of neo-liberal economic thought which prescribed a strong reliance on the market and the
withdrawal of the state from active intervention in the economy to promote industrial
development. As yet, however, no single alternative growth model has been proposed which
has won widespread acceptance. Policy reactions in developed countries have focused on
supporting the financial sector though bank bail-outs combined with a macro-economic policy
package involving loose monetary policy, guarantees for sovereign debt, fiscal retrenchment
and austerity packages; the design of active industrial policies to improve competitiveness
have been less in evidence. In South East Europe policies have been broadly conservative,
allowing budget deficits to increase from their previous relatively low levels, while
simultaneously cutting public expenditure to constrain the deficits along with support from
the IMF in the worst affected counties such as Serbia and Romania (Bartlett and Monastiriotis
2010; Cviic and Sanfey 2010).

The paper reviews some international experience of industrial policies in different
institutional contexts. Specifically, it addresses the issue of whether industrial policies are best
delivered by central governments, or by sub-national levels of government within a context of
administrative and fiscal decentralisation designed to stimulate local economic development.
The paper assesses the relevance of such policies of in the context of the countries of South
East Europe, and reviews the various approaches which have been adopted to promote
economic growth in the region in recent years. The paper concludes with an assessment of the
relevance of industrial policy to economic recovery in the region, and the role that
decentralisation and local economic development may play in that process.

2. THE ADOPTION OF DECENTRALISED INDUSTRIAL POLICIESIN THE EU
AND USA

After the end of the Second World War, most governments in Western Europe adopted active
industrial polices to stimulate post-war economic recovery. Industrial policy was used to
direct state support to favoured industries, guided by various sorts of planning. The most
active proponents of this approach were the French who maintained adopted a formal
planning approach to support selected industrial sectors and build ‘national champions’
(Cohen 2007). Governments also channelled development funds into less developed regions,
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focusing on large infrastructure projects and subsidies to large scale industries to support the
development of regions in decline.

In the late 1980s, with the development of the EU Single Market, this ‘vertical’ approach to
industrial policy lost favour, as the Reagan-Thatcher approach to economic policy emphasised
the withdrawal of the state from economic management, the privatisation of state owned
enterprises, and a greater reliance on market forces and the creation of a business friendly
‘investment climate’ in which the spontaneous forces of the market would decide which
industries or sectors prospered and which fell by the wayside. The new ‘horizontal’ approach
to industrial policy saw a role for the state in supervising an enabling environment for
business growth, by setting out the rules of the game, ensuring the rule of law, and generally
creating a level playing field in which all could compete on an equal basis. The old idea of
‘picking winners’ from the era of vertical industrial policy was derided as infeasible and
ineffective and was replaced by a wave of economic liberalisation. The new emphasis was on
Competition Policy which would eliminate or at least significantly reduce state aid to
industry, and promote horizontal measures establish a level playing field for companies across
the Single Market.

In the 1990s the focus of industrial policy in the EU further shifted away from sectoral
industrial policies towards decentralised territorial industrial policies embodied in the EU
regional policy and the activities of the European Regional Development Fund (Begg and
Mayes, 2000). This emphasised the fostering of ‘regional competitiveness’, and has led to the
creation of programmes of regional development which embody new formulations of
industrial policy such as support for ‘regional innovation systems’ and support for SMEs at a
local level through (i) creation of business clusters and (ii) an emphasis on the ‘knowledge
economy’ and ‘knowledge transfer’ from public research and higher education institutions to
the business sector.

(1) Decentralised business networks and industrial clusters

Business networking and industrial clusters became the focus of this new decentralised
industrial policy approach within which small and medium sized enterprises (SMEs) became
an increasing focus of attention. Italian industrial districts became a paradigm for a new form
of economic development based upon dense clustering and networking of small firms in
specific geographic locations. Drawing on the research evidence from the Third Italy as well
as other areas where industrial districts had been observed such as Baden-Wurttemberg in
Germany, Cooke and Morgan (1993) identified a new “network paradigm” in which the
spatial dimension of inter-firm networking is of key importance in understanding these forms
of organisation. Stabher, Schaefer and Sharma (1995) showed how programmes to support
business networking had been widely developed as a tool for regional industrial policy. Inter-
firm networks were also identified as an important element for decentralised industrial policy
in transition economies where rapidly changing economic conditions the emergence of new
and more flexible industrial economies to replace the old obsolete hierarchical industrial
structures (FraniCevi¢ and Bartlett, 2001).

Viewed from a policy perspective, the recognition of the importance of inter-firm networks
and their geographical concentration led to the emergence of the notion of industrial clusters
as a policy device. If such networks had been so effective in the Third Italy and elsewhere,
could they be artificially created by governments seeking to promote economic growth and
development? The influential work of Michael Porter stimulated a growth of policy interest in
the beneficial effects of industrial clusters, and governments rushed to provide programmes
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and subsidies to industries to establish such clusters. However, few of these initiatives proved
to be successful. As Feldman et al. (2005) argued, effective clusters are created by
entrepreneurs as a part of their strategic business strategy in response to economic incentives.
They evolve, rather than being the product of conscious design. Nevertheless, policy makers
in many transition countries have supported the creation of clusters, starting with the cluster
policy introduced in Slovenia in 2001, spreading throughout the South East Europe region as
a result of support and policy transfer from international donor organisations and the EU
assistance programmes.

Such decentralised industrial policies were not confined to Europe, but have also been
adopted in the USA. Shrank (2009) shows how industrial policy in the USA has become
decentralised, reflecting the emergence of a networked economy. Industrial policy is delivered
through institutions such as the National Institute of Standards and Technology, and the Small
Business Administration which provides Small Business Innovation Research grants allocated
on a decentralised and competitive basis. The Advanced Research Projects Agency brokers
the relationship between scientists, engineers, and entrepreneurs that foster the growth of new
firms and industries. According to Shrank, over the last three decades, the USA has been
transformed from the virtual archetype of a ‘liberal market economy’ into an increasingly
enthusiastic practitioner of industrial policy. This industrial policy is based upon the
principles of experimentation, diversity, and local knowledge. Under the SBIR programme,
public institutions must allocate 2.5 per cent of their R&D funds to small businesses through
competitive awards. Under the programme, the agency allocated awards to 1,500 firms,
simultaneously fostering cooperation between research institutions and the small business
sector on a decentralised basis. The programme has been evaluated as a success (Shrank
2009), and has provided a useful example of how industrial economies can be redesigned to
serve the new knowledge economy. The view that the USA implements effective industrial
policies is echoed by Ketels (2007) who identifies the effectiveness of decentralised industrial
policies in the areas of science and technology, local economic development and trade
supporting policies despite the lack of an overall strategy.

(if) The knowledge economy and regional innovation systems

The accession of the East European economies to the EU in 2004 led to an increased pace of
delocalisation as industries began to transfer from the UK, France and Germany to the new
member states in the East. This prompted calls for a more coordinated approach to industrial
policy. In 2005 the European Commission re-launched the Lisbon Agenda as the “Growth and
Jobs Strategy”. The new strategy re-emphasised the horizontal approach to industrial policy
based on improving competitiveness through increased support for innovation by aiming to
increasing expenditure on R&D to 3% of EU GDP, promoting the uptake of Information and
Communication Technologies (ICT), and developing innovation poles linking regional
centres, universities and businesses.

The new emphasis by the Commission on innovation and the knowledge economy chimed
with the voluminous academic research into regional innovation systems. This showed that
differences in innovative capacities between countries and regions are linked to the presence
of institutions which promote learning and the transfer of technology (Morgan, 1997). Porter
(2000) argued that industrial clusters would benefit from knowledge transfer from local
universities. Policy makers began to support programmes to facilitate links between high
technology companies and institutions of higher education. Universities began to set up
programmes to encourage academics and students to establish high-tech spin-off companies
to commercialise the results of their scientific inventions. Yet the use of spin-offs as a
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mechanism of knowledge transfer is not without its drawbacks and difficulties. Evidence from
several studies showed that only a minority of spin-offs will have growth potential (Druilhe
and Garnsey, 2004), in the absence of adequate support, spin-offs may remain stuck at a small
scale of operation (Degroof and Roberts, 2004), that spin-offs may find it hard to raise either
outside equity capital or loan funds to finance their activities (Lerner, 2004), and that spin-
offs typically lack the managerial expertise they need to develop the capabilities to exploit the
commercial potential of their technologies (Wright, Vohora and Lockett, 2004).

Spin-off companies are often located in science or technology parks based either within or
close to a university or research institute. Some early empirical evidence suggested that the
level of interaction between firms in science and technology parks and local universities is
generally low (Massey et al., 1992) and that cooperation between firms in a park may also be
less than one might expect (Quintas et al., 1992; Johanisson, 1998) which may be due to the
heterogeneity of the firms in a Park (Lowengren-Williams, 2000). Nevertheless, interactions
between park-based companies may be greater than among other firms (Felsenstein, 1994).
Lindelof and Lofsten carried out an empirical study of 265 new technology firms in ten
science parks in Sweden, and compared these with a matched sample of off-park firms. They
found stronger links to universities, higher levels of technological innovation, and higher rates
of growth in firms located in parks compared to off-park firms.

It should not be thought, however, that the ‘horizontal’ and decentralised approach to
industrial policy in the EU was adopted on the basis of unanimous approval by all the
Member States (Trouille, 2007). France and Germany in particular were dissatisfied with the
horizontal approach to industrial policy and have continued to implement their own industrial
policies, with France in particular continuing to pursue ‘vertical’ policies of supporting
‘national champions’." They were unable to influence the EU approach much however, as it
had been captured by neo-liberal arguments which had been pushed hard by the UK in
particular (Smith 2005). Nevertheless the more liberal market interpretation of industrial
policy was dominant, and this was transferred to East European accession countries as part of
the conditionality of the accession process. In most cases this chimed in any case with the
market-oriented policies being adopted in post-communist transition but in a few cases,
particularly in South East Europe, the liberal policy approach was less favoured and state
intervention in the economy persisted for longer.

3. INDUSTRIAL POLICY IN SOUTH EAST EUROPE

The countries of South East Europe became highly industrialised under the communist
system, to an extent greater than was justified by their level of economic development.
However, with the onset of transition to a market economy in the 1990s the industrial basis of
these countries collapsed. This was a common phenomenon of the transitional recession and
restructuring that affected all transition countries, but was even more emphasised in South
East Europe following the break-up of former Yugoslavia, and the wars and conflicts that
affected the whole region either directly or indirectly. In addition, international assistance and
the transfer of policy ideas that came with it emphasised the importance of withdrawing the
state from an interventionist role in supporting the economy. Conditionality related to EU
accession process further emphasised the creation of competitive economies and the sharp

" Trouille (2007: 518) cites the French Beffa Report “For a Renewed Industrial Policy” as advocating industrial
policies focused on large-scale programmes in high-tech industries, and notes that the report has been criticised
for relying on ‘old French recipes’ inspired by de Gaulle’s vision of grand projects from the 1960s.
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reduction in state aid to industries. As a consequence of this conditionality, a Europeanisation
of industrial policy has taken place even in countries which are not currently candidate states.

Some countries tried to resist these trends, and the pace of privatisation and marketisation was
indeed slower in South East Europe (SEE) than in the countries of Central and Eastern Europe
(CEE) and the Baltic. Privatisation was adopted gradually and hesitatingly, and state aid to
industries in the form of subsidies with the aim of preserving employment was widespread
(Hare and Hughes 1992). Countries as diverse as Bulgaria, Romania, Serbia and Slovenia
followed a gradualist approach to privatisation. In the view of the former Slovenian Minister
of Economy, Tea Petrin, privatisation on its own was unlikely to promote economic growth in
the absence of an industrial policy to guide the replacement of the old industrial structures in
small transition economies (Petrin 1996). Croatia, after an initial burst of enthusiasm in the
early 1990s, delayed the completion of privatisation. The issue of the restructuring and
privatisation of the shipbuilding industries has become a critical one in relation to the
completion of EU accession negotiations. The shipbuilding industry has been kept alive by
large subsidies over the years, in response to the political pressure of local interest groups and
in consideration of the serious impact on employment which would result from letting this
industry collapse. Serbia resisted the effective implementation of transition policies until the
democratic turn in 2000. Despite all this, by the end of the 1990s, the region had witnessed a
sharp reduction in the share of output produced by the industrial sector. From about 2000
onwards, all SEE countries were vigorously pursuing market-friendly economic policies.
Privatisation was completed in Bulgaria, Romania and Slovenia in the run up to or following
accession. Together with the liberalisation of capital markets and the ensuing rapid growth of
foreign credits, rapid economic growth was led by strong expansion of the services sector.

Elsewhere, the neoliberal perspective was taken on board more readily, at least towards the
end of the 1990s. Countries such as Albania and Macedonia completed the privatisation
process in the late 1990s and adopted a liberal market variety of capitalism, as did
Montenegro in the 2000s. Other countries, such as Slovenia, opted for a more gradualist
approach creating what has been described as a corporatist variety of capitalism (Luksic
2003). Despite these differences, the influence of the EU accession process has eventually
become a decisive factor, as industrial policy has formed one of the negotiating ‘chapters’ of
the acquis which must be taken on by aspiring EU members as a requirement of the accession
process. Thus, in the 2000s, the EU new member states (Slovenia, Bulgaria and Romania)
eventually adopted the EU horizontal measures, along with a decentralised approach to
industrial policy, while the candidate states are in the process of doing so (Croatia,
Macedonia). In contrast, Serbia and Bosnia Herzegovina have retained a more interventionist
approach with large subsidies to specific industries, and protection of monopolistic interests
in the economy through tariff and non-tariff protection policies, though even in those
countries measures implementing EU style policies of industrial parks and regional
development agencies, along with support for SMEs are being funded through the IPA
programme.
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Figure 1. Industry share in GVA (%)
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As shown in Figure 1 above, the share of industry in gross value added (GVA) has fallen in
all the Western Balkan countries, although there was a slight pick-up after 2003 in Serbia,
Croatia and Macedonia. This fall in the share of manufacturing follows the EU trend, and
reflects the rapid growth in services sectors during the period of economic growth in the early

2000s. The most precipitous decline occurred in Montenegro, whilst in Bosnia the share of

industrial production in GVA was virtually flat throughout the first half of the decade.

Figure 2: Gross domestic expenditure on R&D (% GDP)
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Innovative small firms have also played an important role in underpinning economic growth
in transition countries (Radosevic 2002). While economic growth in the early stages of
transition depended on a reallocation of resources from low-productivity large state firms to
higher productivity SMEs in the emerging private sector in all sectors, improvements in
economic growth in later phases of transition depend on the pace of innovation and the
development of a knowledge-based economy (Radosevic, 2004). Yet, state expenditure on
R&D in the transition economies of SEE have been systematically below the average in the
EU. Significant differences in gross expenditure on R&D as a proportion of GDP (GERD)
can be observed between countries. As shown in Figure 2 above, Slovenia has caught up with
the EU average GERD ratio of around 2% since accession in 2004, while in Croatia the
GERD ratio has fallen over time towards the far lower levels typical in Bulgaria and
Romania, where it has hovered around just 0.5% over the last decade.

3.1. Europeanisation of Industrial policy in the EU Member Statesin SEE

3.1.1. Slovenia

An exception to general avoidance of industrial policy was Slovenia (Bartlett 2000). Very
early on in the transition process Slovenia established a number of measures of industrial
policy designed to support local economic development based upon supporting small firms
through interest rate subsidies and other supportive measures.”> The Slovenes were influenced
by the example of the successful Italian experience with industrial districts which
demonstrated the potential for economic development based on local networks of small firms
which had been an important element of regional industrial policy in the Veneto and Emilia
Romagna. The main policy approach was to preserve the old established industrial base while
establishing a core of high growth small businesses which would be capable of generating
high quality jobs (in terms of value added per worker). The focus of the policy was on the
search for potentially fast growth firms which could be supported by the state through the
main SME agency: the Small Business Development Centre (Bartlett and PraSnikar, 1995).

Unlike most other transition countries, Slovenia adopted a gradualist approach to privatisation
from the start. Even at the point of accession to the EU in 2004, the main state owned banks
had not been privatised. In fact, what privatisation did occur resulted perversely in greater
state control, since most firms allegedly privatised were bought out by state funds and state
sponsored privatisation investment funds (Pahor et al. 2004). In the run-up to EU accession
the Slovenian policy changed to a greater emphasis on horizontal industrial policies, and the
removal of subsidies and state aids for industry in keeping with the EU acquis (Sustar, 2004).
On the eve of accession, the EU’s Comprehensive Monitoring Report on Slovenia
recommended the termination of the Slovenian Development Corporation, the body that
owned state companies, as its main recommendation on the Chapter on Industrial Policy (EC
2003). In keeping with the horizontal approach to industrial policy, Slovenia adopted a
programme for developing industrial clusters involving companies and research institutes
beginning with a pilot programme in 2000-2003 (Palci¢ et al. 2010). One of the aims was to
promote knowledge transfer from research institutes to the companies in the cluster. The
programme provided co-financing for the costs of the initial phase of creation of clusters, for
the preparation of a joint development strategy, and for the costs incurred during the first two
years of their operations. Industrial policy focused on support for small firm clusters and

* Even before independence in 1991, within the former Yugoslavia, Slovenia had taken a leading role in a
country-wide initiative to establish support centres for small firms.
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networks, through a decentralised system of support for innovation using technology parks
and university-sponsored spin-offs (Bartlett and Bukvi¢ 20006).

3.1.2. Bulgaria

Bulgaria had a legacy of investment in high tech industries from the communist era when it
specialised in computer industries. Although the large firms mainly collapsed in the 1990s, a
significant number of high tech SMEs developed with some support from the state (Bartlett
and Rangelova, 1996). By the time of its accession to the EU in 2007 state support had been
withdrawn from most sectors of the economy as Bulgaria complied with the EU accession
criteria. According to the final regular annual report in 2005 Bulgaria’s industrial strategy
broadly complied with the principles of European industrial policy. The privatisation and
restructuring process had moved forward and Bulgaria had improved the business
environment, consolidated the banking sector and attracted foreign investment. However, in
order to complete its preparations for accession, Bulgaria was requested to continue to
develop an industrial policy to promote innovation and strengthen economic competitiveness,
complete its privatisation strategy and the restructuring of the steel industry. The share of
sectoral state aid in industry fell from 0.11% of GDP in 2004 to 0.03% in 2006 just before
accession.” EU industrial policy, to which Bulgaria was asked to conform, was limited to
enhancing the competitiveness of enterprises in general, promoting an environment conducive
to initiative and to the creation of SMEs, and to exploiting the industrial potential of
innovation, research and technological development. By 2011, Bulgarian industrial policy
was fully in line with the EU industrial policy approach. This was neatly summarised in the
National Reform Programme document for 2010-1013 adopted in April 2011:

“The government policy will [support] research and development of innovations by businesses,
acceleration of knowledge transfer towards them through development of high-technology parks and
technological incubators, centres for transfer of technologies, etc. Assistance is also envisaged for
innovation networks, for establishing or expanding the operations of networks of ‘business angels’ in
Bulgaria. Considerable efforts will be made for the promotion of clusters and regional business
incubators development with a view to increasing the efficiency of enterprises’ production and market
performance. With a view to increasing their competitiveness, the enterprises will be supported in the
process of technological modernisation and introduction of internationally-recognised standards.”

3.1.3. Romania

In Romania, in the run up to accession the industrial policy became gradually oriented
towards EU-style horizontal industrial policies. State aids to the manufacturing sector fell
from 51.9% of national state aid expenditure in 2002 to just 15% of total expenditures in
2006. Moreover total state aid expenditure fell from 2.6% of GDP in 2004 to just 0.71% in
2006 (GOR 2008: 87). At the same time the amount of state aid devoted to horizontal
objectives increased to 80.5% by 2006 from 63.8% in 2004. The share of state aids with a
sectoral target correspondingly diminished in line with European policy on reducing state aids
to industry.

* Eurostat data on state aid by type of aid
* “Republic of Bulgaria: National Reform Programme 2010-1013, in Implementation of the Europe 2020
Strategy”, Sofia: Ministry of Finance
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Table 1: National state aids for manufacturing industries in Romania

2002 2003 2004 2005 2006
National State Aid (€m) (a) 859.3 918.4 1,607.0 639.3 691.8
Manufacturing (%) (a) 51.9 33.9 46.9 15.0 15.0
Sectoral state aid % GDP (b) 0.95 1.08 1.67 0.48 0.57

Source: (a) GOR (2008), Annex 4 (b) Eurostat

As one of the priority measures for implementing horizontal polices, the government
launched a National Strategy for Research, Development and Innovation (RDI) for the period
2007-2013, which called for a strong promotion of scientific research, technological
development and innovation. The aim was to increase public funds for research from 0.5% of
GDP in 2007 to 1% of GDP by 2010. Other measure supported improved regulation to
support investments, facilitating enterprise entry and exit, improving the participation of
SMEs in public procurement, developing business infrastructure, and increasing enterprise
competitiveness. Of particular interest was the set of measures designed to increase enterprise
competitiveness which involved large scale investments in modernisation and regional
development of which €1.7m was provided for financing investments in SMEs, €401.7m for
financing large investment projects that created at least 300 jobs, and €50m for regional
development for projects which created at least 500 jobs

3.1.4. Industrial production performancein the NMS

Indices of industrial production for the EU member states of SEE are shown in the table
below for the period 2000-2009. In Slovenia and Bulgaria, industrial production expanded
continuously up to the onset of the economic crisis in 2008, after which there were sharp
declines in 2009 bringing industrial production back to the levels of 2004. In Romania, after a
period of stagnation in the early 2000s, industrial production picked up in the run-up to
accession to the EU, and was less severely affected by the economic crisis — although overall
Romania experienced the sharpest fall in GDP in 2009 of all three countries.

Figure 3: Industrial production indices. New Member Statesin SEE
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3.2. Industrial policy in EU Candidate States

3.2.1. Croatia

The Europeanisation of Croatian industrial policy has been in evidence as the pre-accession
process has gathered pace. Croatia has been gradually adopting the EU acquis on competition,
and in 2009 established the Croatian Competition Agency (CCA). The CCA issued 18
decisions on anti-trust and merger cases in its first year of operation, as well as resolving 23
cases of state aid in line with the acquis. The CCA is also in charge of the sensitive issue of
restructuring and privatising the Croatian shipyards, the tendering procedure for which was
completed in May 2010. The privatisation of shipbuilding is a key element in the completion
of the negotiations in this field. In contrast the stipulations on enterprise and industrial policy
(Chapter 20) relate mainly to support for SMEs and alignment with the Small Business Act
for Europe. In relation to industrial policy, the EC 2010 Progress Report noted that measures
had been taken to address the impact of the economic crisis through the Economic Recovery
Programme introduced in April 2010 which included measures to improve the business
environment and create a competitive economy. The Report also approvingly referred to
Croatia’s active participation in the EU Competitiveness and Innovation Programme and the
Europe Enterprise Network. However, further efforts were considered necessary to improve

the business environment by reducing administrative burdens and focusing on innovation and
skills.

Several horizontal measures have been introduced in line with the EU industrial policy
approach. A "Strategy for the Development of Science in the Republic of Croatia in the 21st
Century" has been adopted, and the government has developed programmes to enhance
cooperation between research institutes and universities and the business sector (Bartlett and
Cugkovi¢, 2006). A business innovation network (BICRO) has been established which is
designed to link innovative enterprises, research institutions, and universities in an attempt to
stimulate knowledge transfer and promote innovative activity. A set of institutions similar to
those in Slovenia has been developed to facilitate knowledge transfer and the start up and
growth of high technology industries including incubators, technology parks, technology
centres, and a programme to stimulate the formation of technology clusters. By 2010, as many
as 138 entrepreneurial zones had been established

An EU-compatible institutional framework was established to promote regional economic
development with the creation of the Ministry of Regional Development in 2008. A Law on
Regional Development was passed at the end of 2009, stipulating that each county should
have its own regional strategy by the end of March 2011. A Regional Development Strategy
was elaborated covering the period 2011-2013, according to which partnerships should be
strengthened on the three NUTS2 levels. By-laws set out how membership of these
partnerships should be selected from ministries, counties, towns, municipalities, NGOs, and
the social partners. However, opinion about the performance of the partnerships seems to be
mixed. On the positive side, partnerships appear to work well at county level with clear sets of
priorities. Yet, there are also doubts about their effectiveness. Partners are supposed to meet at
least twice a year, but often lack the capacity to operate effectively.

Despite this formal adherence to the EU horizontal approach, Croatia continues to pursue an
active industrial policy through the state development bank HBOR. While the growth of
domestic credit fell sharply in 2009, lending to the corporate sector increased by 2.0%, with
lending to households taking the brunt of the decline in credit. Almost half of the recent
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increase in corporate loans was related to the government's programme to stimulate corporate
financing through the HBOR. Moreover, the Privatisation Fund continues to hold a stake in
768 companies, with a majority holding in 79 of them. According to the European
Commission’s Report, in 2010 ‘overall, very limited progress has been made towards

reducing the large role of the state in the economy’.’

The Croatian Agency for Small Business (HAMAG) was established in 2003 as a state
agency aiming to develop the SME infrastructure, including regional development agencies,
incubators, industrial parks and technology parks. In one active interventionist programme,
HAMAG subsidises vouchers for consultancy services for SMEs in the amount of 50% with a
budget of HRK 1 million per year. The main goal of HAMAG is to work locally and
regionally. Contracts have been signed with local partner institutions such as RDAs, who
manage the voucher scheme. The SMEs who approach the partner institutions for consultancy
service are offered a choice of certified consultants. The partner institutions arrange a first
meeting between the SME and the chosen consultant. A voucher is created and HAMAG is
invoiced for payment on receipt of the correct documentation. Each year HAMAG gives out
around 120 vouchers. The business consultant network is part of the Croatian Recovery
Programme.

In addition, subsidised credit lines for local SMEs are provided by the State in a programme
delivered through local banks. The credits, with a ten year payback period, carry an interest
rate subsidy of 2% from the State and a further 2% from the County, disbursed by local
commissions, whose membership consists of representatives from the Ministry of Economy,
the County, the local bank, and the Chamber of Commerce. Other initiatives have been
developed at local level, such as in the town of Split which has its own programme for SME
development which focuses on the crafts sector. Similar local programmes have been
developed in other towns and counties.

3.2.2. Macedonia

The recent approach Industrial policy in Macedonia has been developed almost exactly in line
with the EU horizontal approach, clearly influenced by the EU pre-accession process. The
industrial policy of Macedonia (MoE 2009) aims to attract FDI, promote research and
development and innovation, develop eco-friendly technologies and products, promote SME
development and entrepreneurship, and develop clusters and networks. The adopted measures
are designed to support applied research, development and innovation in industry, stimulate
knowledge transfer between universities and industry, stimulate the commercialisation of new
products and services in the field of product design, support industry in employing
researchers, stimulate transfer of technology, create technological industrial zones, protect
intellectual property rights, and develop an integrated innovation policy (MoE 2009: 32-33).
The document states quite bluntly that “the policy is horizontal in its nature and does not
focus on supporting selected industries” (MoE 2009: 6). The vision of the policy is to
encourage the production of higher value-added products and services based on knowledge,
innovation and collaboration. However, it also identifies organic wine and foods, eco-steel,
eco-friendly construction, ITC, specialised electronic parts, renewable energy production,
creative industries, medical equipment and service, authentic tourism and other industries as
part of the vision for development by 2020. Quite how these aspirations are to be met without
specific sectoral measures to promote them is left suitably vague.

* EC (2010) Croatia 2010 Progress Report, SEC(2010) 1326, Brussels: Commission of the European
Communities, p. 23
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3.2.3. Industrial production performancein the Candidate States

Industrial production in Croatia grew steadily from 2002 to 2008. In Macedonia, industrial
production languished from 2000 to 2004 when there was a noticeable pick up in performance
with industrial production growing at a similar rate to Croatia between 2004 and 2008. In
common with other countries in the region, the industrial sector experienced a sharp downturn
in 2008-9. The net result was an increase in industrial production in Croatia from an index of
79 in 2000 to an index of 101 in 2009, while in Macedonia the index rose from 99 in 2000 to
just 104 in 2009. While Macedonia adopted a more liberal approach to industrial policy,
completing the privatisation of the industrial sector in the late 1990s, and adopting EU
horizontal industrial policy measures, Croatia had maintained a state holding in many
industries, adopted decentralised industrial policies through support to SMEs through
subsidised interest rates at county level through HAMAG, and continued to provide subsidies
to preserve the shipbuilding and other strategic industries. Overall the Croatian approach
appears to have brought about a greater improvement in manufacturing performance over the
decade, although other factors such as the Free Trade Agreements and CEFTA regional free
trade area as well as many other factors undoubtedly played a role in contributing to the
differences in performance between the two countries.

Figure 4: Industrial production indices: Candidate countries
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3.3. Industrial policy in EU Potential (and new) Candidate States

3.3.1. Serbia

The industrial policy adopted in Serbia from 2000-2010 overturned the policy of the previous
regime which had given large subsidies to enterprises in order to maintain employment. It
involved the privatization and restructuring of the economy, attraction of FDI, creation of a
competitive business environment, and the strengthening of the entrepreneurial sector.
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However, state aid continued to be offered to the industry sector despite the broad orientation
towards transition policies, and has even increased in recent years.

Table 2: State aid to industry (excluding transport, agriculture and fisheries) (% GDP)

2003 2004 2005 2006 2007 2008 2009 EU-27

Share of | 2.4 2.1 1.0 1.4 1.7 15 2.0 0.42%
GDP (%)

Source: Report on State Aid Granted in the Republic of Serbia in 2009, Belgrade: Ministry of Finance

State aid to industry as a share of GDP was reduced by more than half between 2003 and
2005, but has crept back up since then, as the pace of transition reforms slackened. State aid
to industry was 2% of GDP in 2009, more than four times as high as the average for the EU-
27 (which was 0.42%). However, within the total, the share of horizontal measures has been
increasing while the share of sectoral state aid has been reduced (from 19.5% of the total in
2007 to 17.3% in 2009). A new Law on State Aid Control was adopted in July 2009, in line
with EU principles, following the signing of the Stabilisation and Association Agreement in
July 2008, which carries stipulations regulating the granting of state aid.

The new industrial policy for 2011-2020 is quite strongly oriented to EU style horizontal
measures. It will focus on sustainable industrial growth and development, institution building,
improved investment climate; strengthening of competitiveness, faster development of
entrepreneurship, increased and restructured export, reforms of the educational system in line
with needs of the economy, active and dynamic cooperation between science and industry,
stimulation of innovation, development of regional industrial centres and regional business
infrastructure. All of this is in line with the EU horizontal approach to industrial policy.
Nevertheless, the EC 2010 Report on Serbia stated that “Serbia has made little progress in
developing and implementing a modern industrial policy. The industrial strategy remains to
be adopted.”

Serbia is also developing its own decentralised approach to industrial policy at local level. A
recent research project studied the implementation of decentralisation policies in a number of
municipalities in Serbia.® It found that several municipalities have established business zones
which compete against one another for outside investors by offering a range of incentives and
subsidies to attract both domestic and foreign businesses to the municipalities. To take one
example, in the municipality of Svilajnac south of Belgrade, a new business zone has been
created with its own supply of electricity and water. Businesses are provided with rent-free
spaces for 99 years, which are free of tax for three years. Outside investors are required to
employ 50% of their workforce from the local population, and receive an employment
subsidy from the National Employment Service. The enterprise zone is mainly financed
through competitive funding from the Ministry of Economy and the National Investment
Plan. Altogether it is expected that the zone will employ 1,000 people, of which 500 will be
from the local unemployment register, mainly unskilled workers. Currently, there are three
agricultural businesses in the zone, two of which are in foreign ownership producing
processed cucumber, gherkins, and herbs, and one in domestic ownership, producing meat
products. The foreign investors are from Holland and Switzerland and already have a market
in the EU. Inputs are supplied by local farmers, and the foreign investors ensure and
guarantee the necessary quality by local producers. A German company is producing plastic
parts for the motor industry. The LA is negotiating with Panasonic to build the largest factory

% Project on ‘Decentralisation and Regional Policy in South East Europe’, LSEE Research Unit, European
institute, LSE, funded by the Latsis Public Benefit Foundation.
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in Europe producing LED screens. Another company, bought through privatisation by
Austrian company, produces train tracks. Other municipalities also have similar enterprise
zones, but they have not been as successful as Svilajnac which has adopted a very pro-active
decentralised industrial policy.

3.3.2. Montenegro

Montenegro has been perhaps the prime example of the pursuit of the neoliberal agenda with
a free trade policy starting in 2000 which opened the country to unrestricted imports and led
to a rapid process of de-industrialisation. The consequence of the privatisation policy and the
reduction of the role of the state has been the same in most countries — deindustrialisation
involving a dramatic reduction in the share of industry in GDP, and a sharp increase in the
share of employment in the services sector, including business services, finance and tourism,
but predominantly retail and wholesale trade. It is hard to see that this strategy can lead to
long run sustainable growth in peripheral economies, and is likely to lead to a situation in
which the economic growth of the country is highly dependent on the growth of the core
economies of the EU.

3.3.3. Bosniaand Herzegovina

Under the socialist system in former Yugoslavia, Bosnia and Herzegovina had established a
network of public infrastructure and a significant industrial base. BiH has important natural
resources: coal and iron ore deposits, forests, and water resources capable of providing
hydroelectricity and safe drinking water. Heavy industries (steel and aluminium) were
developed after World War II including defence industries. Industry had developed its own
research capacity during this period, often in cooperation with academic research institutions.
One of the characteristics of the structure of BiH economy prior to 1991 was a high level of
production and export concentration. Twelve huge enterprises produced 35 percent of total
GDP, and four of them generated more than 40 percent of total export. As opposed to other
republics of former Yugoslavia, BiH had not developed strong public R&D structure, and the
main carriers of R&D were industrial institutes. Unfortunately, most of these assets (in higher
education, research and industry) collapsed during the 1992-1995 war. Many of the
researchers from the industrial laboratories and universities emigrated to foreign countries.

Overall, there is little in the way of industrial policy in Bosnia and Herzegovina, and unlike
the situation in Slovenia and Croatia there are few technology parks (Bartlett, et al. 2007). Co-
operation between universities and companies is generally at a very low level in terms of
technology innovations and transfer. Some regions have demonstrated a trend towards more
regionally-based technology centres, which are donor-supported. An innovation centre was
established in Zenica in 2008 at the University with the aim of becoming a technology park,
while the city of Zenica and the local RDA established a technology park at the same time.
Another Technology Park was established in Mostar in 2008, as a private company. Since the
private status of the initiative prohibits the centre accessing public funds, a new Innovation
Centre will be established as a non-profit foundation. In 2010 an innovation centre was
established in Banja Luka, but so far with little success. The idea of developing a technology
park in Sarajevo appear to be forgotten, even though it accommodates the largest number of
faculties, institutes and donor organizations.
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3.3.4. Industrial production performancein the Potential (and new) Candidates

Industrial production in the potential and new candidate countries was far more sluggish than
in the EU Member States and Candidate States. The exception is Bosnia which appears to
have experienced a remarkable industrial recovery, sustained even through the period of
economic crisis. However, it should be noted that the increase in production in Bosnia has
been from a very low level, and is mainly associated with some large foreign investments in
the metal processing industry such as the investment by Mittal Steel, and the aluminium
industry in Mostar. The collapse of industry in Montenegro has been associated with the
neoliberal policy adopted by the government and the unilateral dismantling of tariff protection
of domestic industry which has led to a large increase in competitive imports. The collapse of
the wood and forestry industries in the North east of the country has not been matched by any
appropriate policy of industrial regeneration. Industrial production has been equally flat in
Serbia, ending the decade with an index of industrial production at 96.4 in 2009, only
marginally above the 2000 level of 93.7.

Figure 5: Industrial production indices: Potential and New Candidates
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4. THE NEW EUROPEAN INDUSTRIAL POLICY ASAN EXIT FROM THE
ECONOMIC CRISIS: WHAT ROLE FOR SEE?

Over the last decade, anxieties about the relative underperformance of European businesses in
future technologies led to calls for a more interventionist industrial policy (Trouille, 2007).
The recent global economic crisis, especially, has led to a rethink, with the German position
being strengthened by its success in leading the EU out of the recession caused by the
dominance of financial capital promoted by the Anglo-Saxon model of deregulation, neglect
of industry, and excessive liberalisation of the financial markets. In 2010 therefore, the
Commission launched a ‘fresh approach’ to industrial policy for the EU (EC 2010). A strong
motivating factor has been the eastward shift in economic power to the new emerging
economies in East Asia and the rise of the BRIC economies led by China. This has led to the
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realisation that in order to enhance the global competitive position of the EU, there is a need
for a European industrial policy, which would create globally competitive European
industries, and European champions to compete against the rising powerhouses of China,
India and the other emerging economies. While horizontal policies might continue to be
needed to ensure the cohesion of the Single Market within the EU, the challenge of
competition from without the EU has refocused minds on the need for sectoral policies which
will enable the EU to meet the challenge of the rapidly changing global architecture, and find
its own niche in the global economy as a significant player.

Consequently, in addition to improving existing horizontal measures, the Commission now
called for a sector-specific dimension, identifying specific sectors for development at a
European level such as space technology, clean and energy efficient motor vehicles, transport
equipment, healthcare, environmental goods, energy supply industries, security industries,
chemicals, engineering, transport-equipment, agro-food and business services.” Measures to
support these industries are to focus on promoting innovation, understood to include business
and organisational innovations. The new industrial policy draws on the provisions of the
Lisbon Treaty in particular Article 173 TFEU on industrial policy. As part of the Europe 2020
strategy the Commission will now regularly report on the EU’s and Member States industrial
policies, organised through the Competitiveness Council and the European Parliament.

The new emphasis on sectoral policy should be seen in the context of increased global
competition, and the inexorable shift of economic power to the BRICS and East Asian
countries since the recovery from the global economic crisis began in 2010. Europe needs to
compete on a global market in a world in which competitor nations are engaged in active
policies to support their own industrial champions, despite WTO strictures against unfair
competition. Thus the EU dimension of the new industrial policy is emphasised. The
horizontal approach is still relevant as regards national industrial policies so as to prevent
unfair competition within the EU, and to ensure a level playing field on the EU Single
Market. Indeed it is enshrined in the Treaty of Lisbon. But in relation to global competitors,
the EU now proposes to support Industrial policy cooperation among EU countries in the
designated target industries.

The new European industrial champions will be based around advanced technologies and
employ highly qualified workers. The question for the countries of South East Europe is to
what extent they will be able to participate in this new world of super-advanced industrial
development. How far will they be able to contribute to cooperative ventures to develop space
technology, clean motor vehicles, nanotechnologies, and bio-engineering innovations? Given
the well known deficiencies in the technological level and skills base in these countries, and
the reduction in support to leading industry sectors in relation to EU accession and
integration, it seems highly likely that the countries of SEE will be left out of this new game
altogether, while at the same time being prevented by the EU horizontal approach and by EU
competition rules from applying a sectoral industrial policy of their own designed to drive the
exit strategy out of the economic recession itself and the likely post-recession period of low
economic growth.

7 The Commission website summarising EU legislation states that “The Community industrial policy combines a
horizontal approach, aimed at ensuring cohesion and synergy among the various strategic sectors, with a sectoral
approach, allowing the specific characteristics of the various sectors to be taken into account”,

http://europa.eu/legislation _summaries/enterprise/industry/n26109 _en.htm
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5. CONCLUSIONS

Despite the slow initial pace of transition in SEE, and the widespread use of state aids to
industry as a measure of vertical industrial policy in the 1990s, with the onset of a faster pace
of EU integration in the 2000s, the pro-competition industrial policies of the EU were adopted
in almost all countries of SEE in the 2000s. In other words, industrial policy in SEE has been
subject to the same processes of Europeanisation as have been observed in other policy areas.
Within the New member States, state aid to industry was rapidly reduced in the run up to
accession. A similar process is taking place not just in the Candidate States, but also in the
Potential Candidates. Horizontal and decentralised approaches to industrial policy are
replacing older reliance on more direct vertical forms of industrial policy that has been
designed to support key industries and preserve employment in large firms. The decentralised
industrial policies are being introduced alongside efforts to extend the decentralisation of
administrative responsibilities towards lower tiers of government. These new approaches, to
support SMEs, develop technology parks, local industrial clusters, and promote the transfer of
knowledge from the universities and research institutes to the business sector. Countries such
as Croatia and Slovenia which maintained state aids and strong industrial policies as long as
possible seem to have had a more consistent expansion of their industrial production than
other countries which adopted the neoliberal agenda and promoted openness and competition,
such as Montenegro.

All of this followed the path of industrial policy in the EU, which has evolved from a reliance
on subsidising national champions in the early post-war years, towards an emphasis on
horizontal measures to support the Single Market, and decentralised measures to support the
catching up of less developed regions. However, the industrial policy of the EU is not a fixed
arrangement. It has been the outcome of intense differences of opinion over the appropriate
policy to adopt. The main industrial countries, especially France and Germany, have persisted
in efforts to lobby for policies that would be more supportive of specific industrial sectors
such as chemicals. Until the onset of the global economic crisis these lobbying efforts were
largely unsuccessful and the pro-competitive orientation of Member States such as the UK
had predominated in ensuring the deepening of the horizontal and decentralised approach to
industrial policy embedded in EU competition laws and laws prohibiting direct state aids to
industry that would distort competition.

However, all this has changed with the onset and evolution of the global economic crisis since
2008. German influence has become stringer, and the shift of global economic power to the
BRICS has made the EU much more concerned about its international competitive position.
This sharpening of focus has brought vertical industrial policies, applied at the European
level, back onto the agenda. While the requirements for competition and horizontal policies
remain in place, a new space has opened up for the use of various measures to support
industrial champions at the EU level, in industries as varied as space technology, clean and
energy efficient motor vehicles, transport equipment, healthcare, environmental goods, energy
supply industries, security industries, chemicals, engineering, transport-equipment, agro-food
and business services. One of the common characteristics of these industries in the form
envisaged in the ‘fresh’ approach to industrial policy now championed by the European
Commission is the focus on advanced technologies and the application of highly skilled
labour. The challenge for the countries of South East Europe will be to engage with this new
agenda, and make a contribution to the new industrial sectors on the European level. In the
absence of such engagement, the economies of the region will be held back from involvement
in the leading sectors of European industry.
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The alternative for the SEE countries seems to be to manoeuvre as best as possible within the
constraints of EU competition policy to ensure that the adopted horizontal measures and
decentralised industrial policies at local and regional level is well supported by the central
government, appropriately funded making best use of EU funding sources. This requires
effective fiscal decentralisation to provide local authorities with sufficient funds to meet the
challenges of local economic development, ensuring full political support and effective
ministerial coordination, and effective partnership between local administrations and business
organisations at the local level.
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ABSTRACT

Croatia, like many other Central and Eastern European countries (CEECs), has been
characterized during the past 20 years by U-shaped trends of GDP, strong and persistent
declines in employment rates and unemployment pools desperately stagnant in spite of the
rapid structural change taking place. The Mentioned remarkable increase in unemployment
has not been accompanied by adequate scientific and political attempts to understand the
causes of the rise in unemployment that took place. Line ministries and institutions
throughout the entire period were assigned to develop programs of active labour market
policy (ALMP).Until now, evaluations of ALMP in Croatia were reduced to attempts to
analyse effectiveness of measures on diminishing overall rate of unemployment or
unemployment of selected disadvantaged groups, without opening the question of how those
measures should be integrated into other related policies. It is particularly important that
labour market policy and social policy be co-ordinated so as to become mutually reinforcing.
Co-ordination is, of course, desirable, but is often difficult to achieve. This paper is an attempt
to point out the limitations and the real potential of ALMP, and its connections with welfare
policy. First, we analyse the possibilities and limitations of active labour market policy
(ALMP). A summary of ALMP suggests contradictory evidence as to the efficiency of
different programmes. After a short review of the current situation regarding cooperation
between employment and social policy in Croatia and providing different successful
experience, we present proposals for improvement.

List of abbreviations used in the text

ALMP - Active Labour Market Policy

APEP - Annual Employment Promotion Plans
CBS - Central Bureau of Statistics

CSW- Centres for Social Welfare

CES - Croatian Employment Service

LFS - Labour Force Survey

NAEP - National Action Employment Programme
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1. UNEMPLOYMENT AND ALMP IN CROATIA
1.1. Importance of (un)employment and description of current situation

Unemployment is one of the most serious issues confronting us. People out of work for long
periods and their families are damaged and communities and the economy are weakened. Of
course, Croatia is not unique in suffering comparatively high levels of unemployment as it
goes through the process of transition to a modern market economy. Restructuring national
industries is a painful but necessary stage in a journey to development. It exposes high levels
of hidden underemployment and puts many people out of work. But at the same time it
encourages greater economic efficiency, which the nation needs to flourish in an increasingly
competitive world and creates the conditions for the growth of new and different jobs. Nor is
high unemployment confined to transitional countries. Many of the member states of the
European Union (EU) have also experienced persistently high levels of unemployment in
recent years.

Many reasons have been suggested and disputed for this phenomenon. But what is clear is
that EU recognises the vital importance of employment in ensuring economic and social well-
being and has vigorously promoted labour market reform measures. The EU has done this
primarily through the European Employment Strategy and annual guidelines to member states
about reforming their labour markets. Within this process member states produce annual
employment action plans taking account of the EU guidance and reflecting their own
particular circumstances. Most candidate countries have also followed this practice as a
discipline for labour market reform within the transitional and accession processes and as a
preparation for gaining access to the EU’s structural funds later. This is a valuable approach
to labour market reform and one that should be followed.

Croatia has two sources of (un)employment statistics. Firstly, there are official unemployment
data that are processed by the Croatian Employment Service (CES). Secondly, there is a set of
indicators that are derived from the Labour Force Survey (LFS), which has been conducted
since 1996 by the Croatian Bureau of Statistics (CBS), whose methodology is harmonised
with the rules and instructions of the ILO and the Eurostat, ensuring the methodological
comparability with the studies conducted by EU countries.

A decade-long decline in employment was reversed in 2001. After reaching the peak in 2002,
uunemployment started to fall and prospects for labour force began to improve. Although
employment in crafts has increased there has been insufficient job creation in the economy as
a whole, notably in the sector of small and medium enterprises. The rebalancing of the
economy in Croatia took place almost entirely through job losses in agriculture and industry
with few expanding activities until very recently in the service sector. The structure of
manufacturing employment in Croatia is now similar to EU countries but with more labour
intensive industries. The share of public sector employment has declined and accounts for
around 30% of all employment.

According to estimates of the Central Bureau of Statistics, in mid-2009, the population of the
Republic of Croatia was around 4,429,000, while working-age (15+) population amount 3.65
million persons, a figure which is quite stable in the last ten years (2001-2010). In the
mentioned period the total activity rate varied between 47% and 49% which means that it was
very low, particularly when compared with EU average. This also holds for employment rate.
For the population 15-64 it was mostly bellow 55% showing signs of very slow increase in
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first decade of 2000s (the employment rate for the total population in age 15-64 years grew
from 53.4% in 2001 to 54.8% in 2005), and increased further to 57.0% in 2007 and 57.8% in
2008, but decreased significantly afterwards to 56.6% in 2008 and to 54.1% in the first three
quarters of 2010. Total unemployment rate for the whole population in age bracket from 15 to
64 fell in the whole period from 15.7% in 2001 to 13.1% in 2005 and to 8.6% in 2008. After
that there has been an increase to 9.3% in 2009 and particularly strong growth for 2.7
percentage points to 12.0% in 2010. Unemployment rate by prime age total population has
been decreased from 32.6% in 2005 to 22.0% in 2008, but after that there has been recorded
its increase to 25.1% in 2009 and to 31.3% in 2010. In comparison to male (whose average
unemployment rate in the observed period was below 10%), female are significantly more
exposed to unemployment and their average unemployment rate in the observed period was
above 12%. However, it looks like that economic sectors where males are predominant labour
force suffer more during the crisis and therefore male unemployment rate increased more
from 7.1 in 2008 to 11.5% in 2010 (an increase for 4.4 percentage points) in comparison with
sectors where predominantly are employed women, so female unemployment rate rose from
10.4% in 2008 to 12.7% in 2010 (an increase for 2.3 percentage points).

Briefly, according to LFS Croatia has a relatively low activity and employment rate
particularly for women, youth and older persons. Mentioned groups have higher
unemployment rate in comparison with average population, particularly prime age male.

According to the CES figures, in the period 2001-2008, the number of persons unemployed
decreased from 395,000 to 240,000 almost by 155,000 or by almost 40%. A particularly
significant decrease was recorded in 2008 (10%), when the number of the unemployed
reached a level of 237,000. An economic crisis in the following period has caused the
increase of registered unemployed persons by more than 26,000 (or 11%) in 2009 and even
bigger rise in 2010 by almost 40,000 people or 15%. Until recently, there was a constant rise
in the share of the long-term unemployed (those who have been waiting for more than one or
two years for a job - almost 50% of all unemployed wait for a job longer than 1 year).

Unemployment in Croatia is the result of a lack of structural changes in the economy. The
destruction of jobs in the context of the liquidation and bankruptcy of a large number of
companies has not been matched by sufficient job creation in the private sector. Relatively
high real wages, institutional rigidities and wide-spread skills mismatches appear to be major
impediments for a more dynamic labour market performance. And even though the number of
unemployed has been decreasing over the last several years, women continue to dominate this
category and, moreover, increase their share therein.

The most important causes of poverty and social exclusion are unemployment and a relatively
high rate of economic inactivity. Unemployment and low activity rate are mainly the
consequence of insufficient demand for labour force and the mismatch in labour supply and
demand. In order to facilitate and improve employment, the structural mismatch has to be
eliminated or reduced first of all through an active labour market policy directed primarily
toward those persons who have lower employability prospects or toward those who are long-
term unemployed, such as young people, older workers, particularly women and, people with
disabilities.

The magnitude of the unemployment problem has prompted the Government to announce

new employment policy measures. According to it, CES subsequently developed a number of
Active Labour Market Measures (ALMP). These initiatives represented a substantial shift
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away from the traditional bureaucratic delivery of employment services, towards services that
are both more customer oriented and more closely integrated into other areas of government
activity such as the provision of cash benefits and social services. However, situation changed
in the period from 2002 to 2010, so we provide a short history of recent ALMP measures in
Croatia.

1.2. A short history of recent ALMP in Croatia

High unemployment led the Government of the Republic of Croatia in the beginning of 2002
to launch the National Action Employment Plans (NAEP). Under this Programme, between
the start of application of active measures from the Program of the Government of the
Republic of Croatia (1 March 2002) and 4 August 2005 when the program was terminated, 57
609 contracts on co-financing of employment and education had been signed. Furthermore, 11
015 contracts or 19% of the total number of concluded contracts were signed in 2005 only.
Implementation of the Program helped 80 371 registered unemployed persons, out of which
47% were women, to get a job. Under the Promotion Employment Program, educational
activities were organised both for known and unknown employers, as well as education
programs aimed at enhancing one's prospects to retain a job.

In the period 2002-2005, under the active labour market policy, a total of 80 371 unemployed
persons had been employed, out of which 47.2% were women. It is fair to say that overall, in
the period of 2002-2005, ALMP had been efficient considering the number of those who were
employed, but insufficiently focused on the less employable population groups because
virtually all persons registered with the Croatian Employment Service had been able to access
at least some of the incentives. At the same time, another unfavourable aspect is that wage
subsidy measures should account for the major part of the total spending on ALMP measures,
whereas not enough emphasis is placed on improvement of qualifications, acquisition of
knowledge and competence, and improvement of employability and adaptability for both
unemployed and employed persons. Furthermore, the 2002-2005 active policy programs
contained a significant share of dead weight' and other adverse effects such as displacement?.
So far, there has been virtually no systematic evaluation of the ALMP measures. The
exception is the public works program (implemented in an earlier period) which, according to
the assessment, had failed to improve either the employability or the wages of participants
after completion of such a program. There had been no significant investments in this
program.

Having considered and analysed the labour market in the Republic of Croatia, and because of
the need to determine priorities in addressing the unemployment-related problems, the
Government of the Republic of Croatia adopted at the end of 2004 the National Action
Employment Plans (NAEPs) for the period 2005-2008, and later for the periods 2009-2010
and 2011-2012. The aims of the NAEPs are: improvement of the labour market efficiency in
Croatia, raising employment and reducing unemployment, and adjustment to the processes of
Croatia's accession to the EU. The National Action Employment Plans are based on the

! “Dead weight” subsidy is a subsidy given to a person who would have gotten a job even without

subsidies. Substitution means employing a subsidised person instead of another person not entitled to a subsidy.
It is important to note that impact of substitution may have social justification if the persons in question belong
to a group whose employability is low.

Displacement means loss of jobs in companies that are not employing subsidised workers but are
forced to lay off a number of workers under the pressure from the competition which is benefiting from the

subsidies system.
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European Employment Strategy, and although they are linked to the annual guidelines for
labour market reforms in the member countries, they also take into account specific Croatian
features. The Croatian NAEPs consist of the key measures, extremely desirable measures and
desirable measures. The active and preventive measures that constitute an integral part of the
National Plans are designed so as to contribute to promotion of higher employment and better
social inclusion, at the same time enabling the unemployed and economically inactive to join
the various forms of training that increase their competitiveness and facilitate their integration
in the labour market. They are supported in their task by modern institutions active in the
labour market. Equally, new measures are aimed at increasing the number of new and better
jobs through promotion of entrepreneurship and a more favourable business environment.

Based on the NAEP for the particular period, Annual Employment Promotion Plans (APEPs),
together with instruments for theirs enforcement were drafted. The enforcement measures are
aimed at: developing entrepreneurship through co-financing of the incorporation costs of new
cooperatives, starting new trades and crafts, subsidising interest on entrepreneurial loans,
promoting self-employment, providing loans to entrepreneurs in tourism, providing education
of the long-term unemployed and persons with low level of qualifications, as well as the
young early school leavers, in order to enable them to acquire additional knowledge and skills
that are in demand in the labour market, thus increasing their employability and matching the
supply and demand in the labour market. In elaboration of these enforcement measures, a
particular emphasis is placed on promotion of integration and prevention of discrimination
against persons with an unfavourable labour market position (persons with low employability,
unemployed single parents of minors, unemployed Croatian war veterans etc.): by co-
financing the costs of employment, inclusion into public works programs executed by local
government units, enforcement of measures from the National Program for the Roma. The
measures from APEPs include: active and preventive measures for the unemployed and
economically inactive, creating new jobs and developing entrepreneurship, promoting
development of human capital and life-long learning, promoting integration and combating
discrimination against persons with an unfavourable labour market position, reducing
unofficial employment and regional differences.

APEP 2007 was particularly successful. It includes various measures for encouraging
entrepreneurship, development of cooperatives, co-financing of employment, education and
self-employment. The measures including employment, education or acquiring additional
knowledge and skills in demand on the labour market are targeted at the long-term
unemployed, young people without previous working experience, persons of older working
age, persons with lower educational qualifications, as well as persons who left school (drop-
outs). Further, a part of operational measures pertained to promoting integration and the fight
against discrimination of persons in unfavourable position in the labour market (e.g. people
with disabilities, persons who have lower employability prospects, unemployed single parents
of children under age, treated drug addicts etc.) through co-financing employment and
inclusion into the public works programmes implemented by local self-government units.

In various APEPs, CES is tasked with enforcement of preventive and active measures with a
focus on a more inclusive labour market. Preventive measures include improving the quality
of services and efficiency of the CES. Active measures include co-financing the costs of
employment for young persons below the age of 29 who have no working experience, long-
term unemployed and older unemployed persons (women above the age of 45 and men above
the age of 50). The Service is also responsible for co-financing education for a known and
unknown employer, co-financing employment of special groups of the unemployed, carrying
out public works and enforcing measures from the National Program for the Roma.
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In 2007, 4,750 contracts were received about the support for employment and education,
financing of education of unemployed persons, as well as for co-financing of employment in
public works programmes. Through the implementation of active policy measures in 2007, a
total of 8,494 persons were employed or included in education/training (93.1% of the planned
9,125), of whom 4,296 persons were employed through employment support, 707 persons
were included into training for a known employer (professional development grants), 2,960
persons were included into training for an unknown employer, and 531 persons were
employed through public works programmes. Of the total number of persons covered by the
measures in 2007, 4,346 (or 51.1%) were women.

In 2008, a total of 7,531 persons were employed, out of this total number, 3,641 persons were
women or 48.3%. In 2009, a total of around 6,000 persons were included in the
implementation of the ALMP, where off total number, almost 3,000 were women. Results of
the ALMP — the number of persons employed through these measures are presented in Table
1. In the years preceding the crisis, the coverage rate for active programmes was slightly over
3%, and it fell to 2.5% in 2009. (The programme coverage rate is the percentage of the
unemployed who participated in any active labour market programmes, such as training,
skilling, subsidized employment or public works. It should be noted that training and skilling
are also provided for employed workers in Croatia, so the estimate of the coverage rate for the
unemployed is probably biased upwards).

As the full data (primarily structure of participants and their characteristics) for 2010 are not
yet available, we provide comparative data for 2009 and 2008. In 2009 a total of 3,025 people
participated in educational programmes tailored to meet labour market needs, of whom 1,447
were women. Of the total number of women included in education (1,447), 77% or 1,112
were prime-age women. As regards educational level, persons with completed secondary
education had the highest share (67.3% or 749), followed by persons with lower educational
level (23.6% or 263), and persons with tertiary education qualifications (8.9% or 100). The
information on the coverage of prime-age women with secondary qualifications is an
indicator of their inadequate education, primarily arising from reproduction of occupations
which are not in such a great demand on the labour market, which is a reflection of a lack of
co-ordination between educational and economic reforms, lack of work experience due to
reduced demand on the labour market, and family and other socio-economic factors that may
influence their employment opportunities. Women were primarily included in educational
programmes for economist professions (bookkeeper, accounting and financial expert worker,
administrative secretary, real estate agent), tourist and catering industries (hotel maid, cook,
waitress, pastry cook, cleaning lady) and health care (care giver, masseuse, sanitary
technician).

According to the available aggregate data by the end of the year of 2010, the total numbers of
13,088 persons were included in the implementation of active labour market policy measures.
Out of the total number, 6,468 were women with a share of 49.4%. Employment was
achieved using the following measures: Employment co-financing with 2,423 persons or
18.5%, Education co-financing for the known employer with 614 or 4.7%, Education
financing for an unknown employer with 4,566 persons or 34.9% per cent, Financing in
public works with 5,037 persons or 38.5% and Occupational training without commencing
employment (448 or 3.4%). Furthermore, by the end of 2010, the total number of 304 persons
were included in the implementation of the measures within the National Programme for
Roma/Action Plan for the Decade of Roma Inclusion 2005-2015, out of whom 84 (27.6%)
women.
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Table 1: Number of employed persons and their structure according to the measures of the

Active Labour Market Measuresin 2008, 2009 and 2010

Measure

2008!

Structure
2008 in
%

2009°

Structure
2009 in
%

Indices
2009/
2008

2010°

Structure
2009 in
%

Measure 1 - Employment
co-financing of young
persons without working
experience

1,003

13.3

213

3.4

21.2

Measure 2 - Employment
co-financing of the long-
term unemployed

1,290

17.1

298

4.7

23.1

Measure 3 - Employment
co-financing of persons
above the age of 50

706

94

116

1.8

16.4

Measure 4 - Employment
co-financing of special
groups of the unemployed

351

4.7

65

1.0

18.5

2,423

18.5

Measure 5 - Education co-
financing for a known
employer

1,105

14.7

644

10.2

583

614

4.7

Measure 6 - Education
financing for an unknown
employer

2,361

314

3,025

48.0

128.1

4,566

34.9

Measure 7 - Public works

699

9.3

1,935

30.7

276.8

Measure 8 - Public works
- individual projects

16

0,2

5,037

38.5

Occupational training
without commencing
employment

448

34

Total

7,531

100

6,296

100

83.6

13,088

100

The measures in the
framework of the National
Programme for the Roma /
Decade of Roma Inclusion
2005 - 2015

247

244

98.8

304

1-  Period covered from March 25 until December 31, 2008.
2-  Period covered from May 25 until December 31, 2009.
3- By the end of December in the year of 2010

Source: Yearly Report by Croatian Employment Service, available on Www.hzz.hr, for 2010 the Monthly

Statistical Bulletin, year 23 (12).

The only active labour market programme that was significantly expanded during the crisis is
public works (index 276 in 2009/2008), but it still covered only a small fraction of the
unemployed. Public works in Croatia mostly include reimbursement of employment costs to
the municipal authorities who provide public utility jobs to the unemployed. The wage rate
under public works programmes is set at a low level: 75% of the minimum wage (30% of the
average wage). Public works provide temporary employment and are primarily meant as an
income-support programme, and therefore, they do not substantially improve the future
employment prospects of the participants. Regardless of the adverse characteristics presented
here, public works and related programmes (such as workfare or work experience
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programmes) can be used as a mean to provide temporary income support to those
unemployed who are not eligible to unemployment benefit (new labour market entrants and/or
informal sector workers).

There was an increase in the number of people employed through Measure 6 Education
financing for an unknown employer (index 128.1 in 2009/2008). Its objective is the
improvement of the job prospects of unemployed persons through skill upgrading. For the
above measures most participants are long-term unemployed persons. Long term unemployed
persons are faced with higher risks of falling into penury, while a depreciation of human
capital due to unemployment and a weak link with the labour market enforce the vicious
circle of social exclusion and poverty. Regarding unemployment and long-term
unemployment - often important factors that determine poverty - Croatia does not differ much
from other countries in transition, although its rates are higher than the average in other EU
countries. Among other proposals, it is important to increase the amount of unemployment
benefit instead of prolonging its duration. It is also better to target labour policy measures
towards the most vulnerable citizens and groups with lower employability.

All remaining programmes were reduced in size (total enrolment in ALMP fell by 26% in
2009 relative to 2007). Particularly in decline are the number of people employed through
ALMP as recorded in Measure 3 - Employment co-financing of persons above the age of 50
(index 16.4 or drop of 83.6%) and Measure 4 - Employment co-financing of special groups of
the unemployed (index 18.5 or drop of 81.5%). There has been some shift from Measure 5 -
Education co-financing for a known employer, which as a matter of practice is provided
largely to the workers already employed and towards Measure 6 - Education financing for an
unknown employer, which is provided to the unemployed.

One should welcome the newly introduced Programme of professional training for work
without concluding an employment contract. It should enable young unemployed persons to
gain their first work experience. However, due to the Programme’s recent introduction, the
effects of are as yet unknown. In 2010 in mentioned programme participated 448 persons, but
one can assess that their number will increase in the future.

As a conclusion, it can be said that active labour market programmes and measures, which are
meant to help job losers to find new jobs, had and have an extremely low presence and
coverage in Croatia (lower than in any EU country). Furthermore, their structure in Croatia
had been inappropriate and mostly oriented to subsidies which do not improve the skills of the
unemployed and (probably) have high deadweight costs and other adverse effects such as
substitution and displacement. Finally, there have been no clear target groups. The situation
changed for the better in the last few years: measures began to be increasingly oriented
towards those with the lowest level of employability and disadvantaged people at risk of or in
long-term unemployment. Furthermore, ALMP in Croatia have been monitored, but not fully
and systematically evaluated for their net effect. Thus, it was impossible to answer what
would have happened to the individuals had they not gone on active measures such as training
and education. Recently, for the first time and only once ALMP activities have been evaluated
(CES, 2008).

2. LIMITATIONS OF LABOUR MARKET POLICIES
Of course, one has to be aware that the positive effect ALMP has on the employment chances

of participants may be at the expense of non-participants, without having any real effect on
the aggregate level. In the reverse situation, it is also possible to have no measurable effect on
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participants but positive effect on a macro-level (de Koning, 2001). When, for example,
unemployed people with good labour market prospects are trained in occupations in which a
shortage exists, their job chances may not increase, but other unemployed may benefit from
their transition to other labour market segments. Calmfors and Holmlund (2000) analyzing
unemployment and economic growth mentioned positive employment implications of ALMP
and stressed the difficulties in assessing outcomes of job creation and training programmes.
There is a number of mechanisms that work in opposite directions. Wage pressure may be
reduced if the programmes enhance the competitiveness of the long-term unemployed in the
labour market. This would also happen if training programmes can facilitate the reallocation
of workers from sectors with weak to sectors with strong demand for labour.

There are also plausible negative effects on regular employment. There may be direct
crowding-out effects of job creation programmes on regular employment as employers have
incentives to replace regular with subsidized labour. Such programmes may also increase
wage pressure by effectively reducing the costs of unemployment. This is presumably
especially relevant if the programmes are used as a means to allow the long-term unemployed
to renew their benefit entitlement.

Even if activating labour market policy fails to reduce aggregate levels of unemployment, one
could argue that it contributes to increasing mobility into and out of unemployment. Of
course, there may be good arguments for preferring an open society where the burden of
unemployment is shared between many people for a short period of time to a society with an
underclass of long-term unemployed people. For people on social assistance or receiving
unemployment benefit the probability of acquiring paid (permanent or flexible) job is
extremely low. The longer people stay in social assistance and/or unemployment, the lower
the likelihood into entering into employment and escaping from poverty.

The economic theory states that ALMP hardly affects total employment directly (de Koning
et all. 2001). But when ALMP succeeds in reintegrating long-term unemployed (LTU) or
social assistance recipients, the effective labour supply increases. Therefore, reintegrating the
long-term unemployed and preventing long—time unemployment is certainly worthwhile.
There are other meaningful activities in addition to paid employment which can be a source of
social integration and individual fulfilment. Nevertheless, the preventing of long-term and
recurring unemployment would be a major contribution towards combating poverty and social
exclusion and/or social assistance recipients.

Unemployment generally becomes a social problem when people remain in it for long periods
of time. Since long-term unemployment often leads to social exclusion, reintegrating the long-
term unemployed may also contribute to their social reintegration.

ALMP could redistribute job opportunities so that fewer people become long-term
unemployed and/or social assistance recipients. When total employment and total labour
supply are given, this would imply distributing the unemployment burden among more people
(assuming that not the same people are experiencing more unemployment spells as a result of
the policy intervention). Clearly, an increase in total employment as a result of ALMP would
be preferable to a redistribution of unemployment amount a greater number of people.

Croatia spends on all labour market programs around 0,4 % GDP, significantly less than other

EU countries with similar income level. In these expenditures the share of active programs is
also very low, ranging from 10 to 14 percent in past years. This is in sharp contrast to EU
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countries where expenditures on active programs in most cases represent at least one-third of
total labour market expenditure (Figure 1).

Figure 1: Percentage of public spending on LMP in GDP in 2008
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Source: OECD and own calculation

Low expenditures on ALMP correspond to very low number of beneficiaries in relation to the
number of the unemployed so the impact on overall unemployment couldn’t be but negligible.
Active labour market programs are run on a small scale in Croatia so in years preceding the
crisis coverage rate was just over 3 % of unemployed and even diminished to 2,5 % in 2009.
This clearly indicates that programs in Croatia had to be narrowly targeted to selected
disadvantaged groups and were not meant to diminish growing level of unemployment. They
were even less adequate to increase general employment level in time of crisis. Number of
included persons was simply too small to have any noticeable effect. Because of the fiscal
strain, despite being faced with the growing labour market tensions engendered by the crisis,
the Government will not be able to significantly expand ALMP expenditures.

The overall spending on social assistance in Croatia is high by regional standards. In fact,
Croatia allocates double the amount of GDP for social assistance programs compared to an
average of the Central and Eastern European countries. However, despite a large allocation of
budgetary resources for this purpose, the coverage of the poorest 20 percent of population
with any of the hundred different social assistance programs remain on the low side compared
to the best performing peers.

Resources allocated to social assistance would be sufficient to eliminate poverty in Croatia if
they were spent efficiently. Higher efficiency would require the reallocation of resources
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between programs: away from those poorly targeted towards the well targeted ones with
strong positive impact on poverty. Therefore, there is a large scope for improving the system
effectiveness.

The poor rely more on state transfers and less on earned income than the non-poor. Less than
a quarter of incomes for the poorest 10 percent come from paid employment (wages), while
for the non-poor, this share is almost two times higher, around half of their income.

The current economic crisis has revealed that the social protection system in Croatia is
relatively ill fitted to cope with increase in unemployment and the corresponding fall in
incomes. Poverty has significantly increased and the social protection system did little to
mitigate the effects of the crisis. After all, only two programs: unemployment benefit and
social welfare support, have partly cushioned the impact of the crisis. However, the coverage
of both programs is low, and accordingly many of the workers and families affected by the
crisis were left without adequate income support. But every crisis creates an opportunity for
reforms.

An economic crisis quickly turns into a social crisis: workers lose jobs and earnings, and their
families fall into poverty. There is a strong relationship between one’s labour force status and
his/her income status in Croatia. An unemployed person is about three times more likely to be
poor as an employed person and at the same time, the risk of poverty declines with an
increase in the number of the employed household member. So the increase in unemployment
is bound to translate into higher poverty.

The economic contraction led to a rapid worsening of labour market conditions. The resulting
fall in labour incomes quickly translated itself into the rising poverty. At the same time, due to
the budgetary strain, the fiscal space to increase expenditures on social protection has been
extremely limited. Hence it is important to design employment and social safety net policies
capable to mitigate the adverse social effects of the future economic downturns and alleviate
their poverty impact. The purpose of the ensuing policy discussion is thus to suggest ways to
strengthen the social protection system in Croatia so that it can effectively tackle vulnerability
to poverty resulting from the future unemployment.

Given the resources spent on social assistance, the outcomes in terms of poverty reduction can
be significantly better. There is a need for activation policies to prevent labour market
exclusion, and to reintegrate the long-term unemployed into the labour marketed. Activation
interventions should be tailored to the needs of different categories of clients by dividing them
into different categories based on the distance from the labour market and the amount of help
needed. Social inclusion of disadvantaged groups should be promoted by supporting their
access to the labour market, focusing on the long term unemployed beneficiaries of social
assistance.

Due to fiscal constraints, a balance needs to be struck between fiscal and social
considerations. Determining spending priorities is thus critical. When the government budget
is strained and unemployment is rising, then only those labour market programs should be
expanded that have a clear positive impact either on incomes of the unemployed or on their
employment opportunities to ensure that the most vulnerable of them do not lose contact with
the labour market and drift into inactivity.
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The incidence of long-term unemployment is high in Croatia by regional standards, and most
of the long-term unemployed are clients of the social assistance system. The lack of
harmonization leads to a costly system which negatively impacts value for money. If Croatia
aims to strengthen the poverty impact of social spending the Government should consider
consolidating administration to the extent possible by merging relevant functions.

To avoid disappointing results, it is particularly important that labour market policy and social
policy be co-ordinated so as to become mutually reinforcing. Income protection and
unemployment benefits as well as employment protection legislation should create incentives
for labour market integration and efficiency. Co-ordination is, of course, desirable, but is
often difficult to achieve. Labour market policy tends to be short-term and action oriented
while social policy is more long-term, and culturally and socially oriented. There will
probably always be some tensions between these different types of policies and the cultures
they relate to. Complexities and interrelationships among labour market policy and social
policy explain why the calls for cohesion, integration and co-ordination have become legion
(Sohlman and Turnham, 1994).

3. CO-OPERATION BETWEEN LABOUOR MARKET POLICY AND SOCIAL
POLICY IN CROATIA

Centres for Social Welfare are legal persons founded by the Ministry of Health and Social
Welfare, usually with several CSWs existing in each county. According to the law, CSWs are
primarily responsible for administrative decisions of the first instance on access to
benefits/services in the area of social welfare and family law and their execution. They also
participate in court proceedings either by provision of information or being a party to a suit,
particularly when it concerns protection of personal interests of children and other family
members who are not able to provide for themselves or for their rights and interests. They
carry out control over foster families, provide care for children who run away from family or
an institution, apply educational measures on children with behavioural disorders outside their
own family or with stay in the family, and provide home care assistance. they also have a
general preventive and analytical duty. Additionally, CSWs also carry out duties of
counselling regarding problems in marriage and family, upbringing of children, adoption;
participate in suppressing the addiction to alcohol, drugs or other narcotics. However, this
duty is gradually being shifted to Family Centres, which are being created in each county
largely out of current CSW staff providing the counselling activities.

3.1. Background information on Centers for Social Welfare

Centres for Social Welfare are legal persons founded by the Ministry of Health and Social
Welfare, usually with several CSWs existing in each county. According to the law, CSWs are
primarily responsible for administrative decisions of the first instance on access to
benefits/services in the area of social welfare and family law and their execution. They also
participate in court proceedings either by provision of information or being a party to a suit,
particularly when it concerns protection of personal interests of children and other family
members who are not able to provide for themselves or for their rights and interests. They
carry out control over foster families, provide care for children who run away from family or
an institution, apply educational measures on children with behavioural disorders outside their
own family or with stay in the family, and provide home care assistance. It also has a general
preventive and analytical duty. Additionally, CSWs also carry out duties of counselling
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regarding problems in marriage and family, upbringing of children, adoption; participate in
suppressing the addiction to alcohol, drugs or other narcotics. However, this duty is gradually
being shifted to Family Centres, which are being created in each county largely out of current
CSW staff providing the counselling activities.

The Croatian Employment Service (CES) - was established as a public institution owned by
the Republic of Croatia and subject to the legislation governing institutions. The person in
charge of the management of the Service is the Director who represents it and acts on its
behalf. CES performs the activities from the scope of its work in the following organisational
units: Central Office and 22 regional offices with accompanying 94 branch offices. In this
way CES presence on the whole territory of Croatia has been guaranteed. CES Central Office
established work policy, methods and techniques are implemented in the practice by regional
offices, which attain its goals in the field in direct contacts with unemployed persons,
employers and other interested organisations. The Central Office provides guidelines for the
work in the Regional and Local Offices through its logistical support from all the
aforementioned activities, such as vocational guidance, job mediation, information,
publishing, analysis and data processing, legal, personnel and financial administration and
other. The second level within the CES structure is Regional Offices. They perform
professional and work activities from the CES priority functions, as well as provide support
for them via monitoring and analysis of employment trends, in other words of unemployment
in their counties. The work of the Regional Offices cannot be imagined without their
cooperation with economic subjects, whether it be the case of small or medium-sized
entrepreneurs or local government or self-government. Furthermore, the Regional Offices
have to identify the needs of their county and implement their activities in line with these
specificities. The third level in this structure is local offices. CES priority functions are job
mediation, vocation guidance and provision of financial support to unemployed persons.
Furthermore, CES organises and provides training for employment includes various forms of
training, rehabilitation, education and skill improvement of the unemployed and employed
persons with the goal to increase their employability. From various documents, for example
Ministry for Health and Social Welfare (2007), it is quite obvious that there is a weak co-
operation and insufficient co-ordination between social welfare services and employment
services to provide an integrated response to the needs of service users.

Box 1 - Models from other countries

In the Netherlands, one can see a model of one-stop shop and outsourcing instead of
integration. The Netherlands instituted a comprehensive reform of their social assistance and
employment services institutions in 2002. Since then, three types of actors have been involved
in providing employment services and financial benefits to able-bodied adults lacking
income:

- Central Organization for Work and Income (Centrale Organisatie voor Werk en Inkomen
(CWD));

- Institute for Employee Benefit Schemes (Uitvoeringsinstituut Werknemersverzekeringen
(UWV)); and,

- Municipalities.

In this model, the CWI presents a one-stop shop in which every person that wants work or

financial support can go to. The CWI assesses the situation of the client in terms of his or her
distance from the labour market, using a system called kansmeter based on the characteristics
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of the person. A person who is seen as without any problems in accessing the labour market is
referred to vacancies, temporary employment agencies, and other intermediaries so that he or
she does not need to enter the system. However, many clients also need financial assistance.
This is not the role of the CWI, but of UWV and the municipalities. The UWYV provides
contributory unemployment benefits while municipalities provide non-contributory benefits.
CWI collects information about the client and passes it along with the client to UWV and
municipalities who have their front offices in the premises where CWI is housed. If a client is
transferred to the UWV of a municipality, the responsibility for helping them find a job is also
transferred to the UWYV or municipality. These no longer implement active labour market
measure, but completely outsource them through public tenders to certified private
reintegration firms on an outcome basis.

In the United Kingdom, a new Job centre plus system is a model of integrated services for all
able-bodied adults and their families. In 2001, the Department of Work and Pensions
restructured its agencies for employment and benefit matters, creating three agencies based on
respective customer groups:

- Job centre Plus provides an integrated service to people of working age. It offers help to
people looking to move into work and support for people who can not. All employment
service, social assistance, and family benefits to people of working age are provided here.

- The Pension Service is a dedicated service for current and future pensioners.

- The Disability and Carers Service supports disabled people and their carers, both employed
and unemployed. It is responsible employed and unemployed. It is responsible for delivering
benefits related to disability. The UK model also uses outsourcing of employment services,
although not as extensively as the Australian, Danish or Dutch models do. Under a centre-left
government, it has been a concerted model to modernize the state provision of services and
benefits.

Slovakia presents an example of a transition country that went the same path as the UK. In
2004, the government merged the National Employment Bureau with the former Social
Affairs Departments of the General County Offices. Before the merger, there were 79 County
Employment Bureaus as well as 8 Regional Employment Bureaus and the Central
Employment Bureau. On the social side, each of the 8 General Regional Bureaus and 79
General County Bureaus had a social department responsible for all non-contributory benefits,
family protection and other issues (practically identical to CSWs in terms of responsibility).
After the merger, Central Office of Employment, Social Affairs and Family was created with
46 Bureaus of Employment, Social Affairs and Family across the country. The first-contact
network was not diminished though as these were preserved as branches. At the same time,
the merger and elimination of management layers allowed decrease of staff of 900 without
sacrificing any employees directly serving clients.

Over 50,000 of people registered as unemployed receive social welfare payments. They have
to attend a centre of social welfare and an office of the Croatian Employment Service. Their
attendance at the employment office confirms that they meet the conditions for being
registered as unemployed. The employment office is responsible for helping and encouraging
them to find and take up employment. The CSW is responsible for assessing their needs and
for making social welfare payments. Registered unemployed people who get social payments
deal with two institutions largely as though they are unrelated. And by the same token, two
institutions are dealing with the same people largely because of the same circumstances — that
they are unemployed.
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Information goes between the CES and the CSW to confirm that the unemployed person is
registered as unemployed and has attended the employment office. The exact arrangements
vary between different offices; in some cases the information is physically transported by the
client in the form of a piece of paper signed by a counsellor; in other offices there are
electronic links. The CES also generates monthly paper list of people registered as
unemployed for the CSWs.

According to the experiences from various countries (some presented in Box 1) the whole
range of coordination models could be applied, On one end of the spectrum, there could be a
full merger along the lines of the UK or Slovakia. This would mean that whatever the
institutional set-up chosen by counties, the social and employment services would be
provided jointly both physically and organisationally. This could take a form of:
- a joint Social Welfare and Employment Centre at the county level with branches
across the county
- or several Social Welfare and Employment Centre across the county supervised
directly by the county administration

At the same time, this would require an institutional change within the county administration,
where the social welfare and employment competences would need to be brought together (or
more likely to be created in the case of employment, where counties currently have little
authority or administrative capacity).

On the other end of the spectrum, there is a number of steps that could increase in
coordination without a full merger:

- co-location. Even though the international experience with co-location as a measure to
better co-ordinate implementation of employment and social policy is not highly
impressive, it could be considered for two other reasons. First of all, co-location can
be the first step towards more formal co-operation between the two services (this was
the UK experience). Secondly, even if co-location provides no co-ordination benefits,
it still decreases administrative burden for the clients by having the services in the
same location

- presence of representative of one institution on the administrative council of the other
one and vice versa. Both services currently have administrative councils that perform
a supervisory and advisory function over the directors of CSWs/CES Regional
Offices. A modified version of these bodies is envisioned under the decentralisation
options in the previous reports. Therefore, one of the easiest steps to improve co-
ordination would be to appoint a representative of each agency to the administrative of
the other one. The natural choice would be that of directors; however, this would need
to be considered in the light of potential conflict of interests — each director would be
simultaneously, to some extent, supervising and supervised by the other director,
depending on the exact powers of the administrative council.

- joint councils at the county level or regular meetings of managers. This could be seen
as an alternative to the previous bullet, where a separate new formal or informal body
could be established where the top managers of both services in a county would meet
on a regular (monthly or quarterly) interval. This would involve top managers at the
county level and at the branch level.

- agreements on sharing of information and co-operation plans. These agreements could
contain many areas, ranging from synchronisation of IT systems and data exchange to
co-operation plans stipulating both joint actions and synchronisation of individual
action
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- staff exchanges. Since one of the reasons for increased collaboration is the mental and
psychological “distance” between the two services, temporary or permanent
exchanges of staff could go a long way towards alleviating the problem and forging
closer links.

As we can see, there is a myriad of potential combinations. Our preferred approach for the
medium term (next 4 to 5 years) is as follows:
e The CES remains responsible for registering unemployed welfare recipients and for
ensuring they fully meet the conditions especially ‘actively seeking’ work;
e The CSWs remain responsible for assessing need;
e The CSWs remain responsible for setting up and maintaining payment arrangements;
e The CES is responsible for checking each month that the recipient continues to meet
the conditions for unemployment and for allowing payment to procedure or for
stopping payment.

Under these arrangements the client should not have to visit the CSW more than once unless
there is a change in their circumstances. The CES will have a key role in the payment process
as part of the authorisation procedure. This can be done either through negative or positive
input from the CES. Negative input would require the CES to tell CSWs that the client
ceased to meet the conditions for unemployment and to stop automatic payment. Positive
input would require the CES to tell the CSW in every case every month that each client meets
the conditions for unemployment and that automatic payment could continue. The CES and
CSW should develop closer working relations on the ground particularly in planning the
provision of measures for long term unemployed welfare recipients.

4. CONCLUSION AND RECOMMENDATIONS

There is clearly a strong association between long term unemployment, poverty and social
exclusion. The problem of long term unemployment is growing. In the RC there has been a
continual rise in the share of the long-term unemployed - those who have been waiting for
more than one year for a job till recently accounted for more than a half of all unemployed.
What can be concluded about the policy framework in Croatia as regards its effect on welfare
recipients? The following are the most striking points:

There is nothing exceptional about the passive measures — unemployment compensation. This
does not mean that they are without criticism but that in themselves they should not lead to
worsening the flow of unemployed people into long term unemployment; Active labour
market measures are diverse and recognised as a useful instrument of labour market policy.
They are not yet sufficiently targeted to where most international evidence indicates they are
effective i.e. disadvantaged people at risk of, or in, long term unemployment. Their scale is
small and their availability is made particularly uncertain by the funding arrangements. They
are not yet integrated as closely as possible with benefit (administration of unemployment
compensation) and placement work;

Activation is developing well and the CES is creating the institutional capacity for it to
become a central feature of the administration of unemployment compensation. It needs to be
configured and reinforced so that it is present in all aspects of the administration of
unemployment compensation and directed to lessening the flow of people into long term
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unemployment; ‘activation’ works best through the accumulation of small effects at each
stage of administration;

There is no focus in the range of policies measures on long term unemployed people:
activation does not intensify with the duration of unemployment, active labour market
measures are not directed towards those at a disadvantage in the labour market nor used in
support of activation, and job brokering/mediation is understandably biased towards finding
the best people to keep employers satisfied;

For long term welfare claimants the involvement of two distinct and separate organisations
makes more difficult the integration of activities to support and encourage active job search
within the administration of their payments system. The CES faces the dilemma of keeping
employers happy and getting people of low employability and motivation into employment.
This challenge is faced by all public employment services. In Croatia a strategy for doing so
has yet to evolve. New measures need to be developed that specifically address the problems
faced by long term unemployment.

There is no universal model for all countries, but there are some indications that Croatia could
benefit from establishing a closer relationship between employment policy and social policy.
In countries with high long-term unemployment, the interaction between benefit systems and
employment policy is significant. Additionally, as countries move to placing an emphasis on
active jobseekers, the link between policy and the delivery of social and employment services
becomes more important. In Croatia, this link seems to be missing.

Although Croatian spending on ALMP increased before the economic crisis and fiscal
limitations, there were problems related to their short duration and relatively low consistency.
Different programmes started and enabled results that were better than expected, but the
implementation of the programmes ceased (mostly because of insufficient financial
possibilities or restrictions). Currently, the size of labour market programmes is too small in
Croatia to have an impact on labour market conditions. Accordingly, the programmes would
need to be substantially expanded in order to effectively mitigate the employment effects of
economic downturns, particularly the adverse problems of long-term unemployment.
However, only those programmes should be expanded which are cost-effective, and are found
to have a significant net impact on labour. It is important to define clear targets regarding
employment and the reduction of unemployment (particularly long-term) of minority groups.
Furthermore, additional attention should be oriented towards increasing the scope (number of
activities), the number of participants and the efficiency of the ALMP designed for improving
the problem of long-term unemployment. As part of the process, there is a need to improve
planning and resource allocation which are proposed for the active labour market policy.

As important recommendations one could propose:

e Further efforts in improvement of both the employability and retention of older workers
will have to be enacted, in order to assist in contribution to the sustainability of social
security systems, and improve the adequacy of incomes in retirement.

e [t is necessary to continue shifting the emphasis from passive measures (financial support
of the unemployed) to active forms of assistance (training measures and education in
accordance with the changing labour market needs), in order to increase the employment
of those with a low level of education or those with the knowledge and skills that are not
in demand on the labour market.
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e More attention has to be given to creating conditions for employment of the most
endangered and vulnerable groups in the labour market, exposed to accumulated problems
and the consequences of social exclusion, whose access to the labour market is
consequently specially difficult (such as persons with intellectual and health problems,
addicts, victims of violence, former inmates, homeless and similar).

e [t is crucial to focus ALMP measures on long-term unemployed or groups those are at risk
of doing so, instead of targeting almost all unemployed persons. In other words, it is
necessary to decrease inflow in the long-term unemployment and to decrease the number
of those who are already long-term unemployed.

e There is a need to provide intense, individualised mediation and career
counselling/guidance services in employment, acquisition of job-search and job-creation
skills, and training and education programs.

e There is a need to constantly design a development plan for professional rehabilitation,
vocational education and training, employment and work of people with disabilities
(provide professional rehabilitation, employment and work at open labour market
according to individual capabilities and needs, and only exceptionally under special
conditions and sheltered enterprises).

e The priority in the ALMP area is to develop the “culture of evaluation”, in other words of
examining impacts of the ALMP measures and avoiding a disorganised approach (such as
allocating significant funds and then the implementation of the programmes ceased).

e Current links with the services that would support integration and social inclusion of
service users such as employment and social welfare are generally weak, and there is a
need to strength them.
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Competitiveness is one of the key concepts of the European Union’s regional policy issues.
The aim of present paper is to define the level of competitiveness of the North-West
development region in Romania compared to the other development regions and to national
average. Moreover it gives an insight into the system of structural instruments available for
the enterprises of the above mentioned region.

In the first part a traditional measurable economic category: the per capita GDP is used to
define the level of competitiveness of the North-West region. To have a more accurate view
on factors influencing competitiveness - represented by GDP per capita — an economic
interpretation driven decomposition of the indicator has been made within the framework of
this study. Concerning the territorial dimension of the problem, a NUTS 3 level
decomposition of the above mentioned indicators has also been performed for the North West

Region.

The second part consists of a comparison made between the indicators of the North West
region and those of the other regions’. Besides, it defines the place of the mentioned region
in national context. In both cases the calculated indicators are based on data referring to year

2007.

The third part deals with those enterprises which obtained financial supports from Structural
Instruments dedicated for the 2007-2013 programming period through Operational Programs
in the North West Region. According to this, three Operational Programs available for
enterprises are presented: Economic Competitiveness Operational Program, Regional
Operational Program, Human Resource Development Operational Program. A general view
of the applicant enterprises and the state of grants is outlined as well.
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1. INTRODUCTION

Eight regional divisions (so called: development regions) were created in 1998 in order to
better coordinate regional development in Romania, country which progressed towards
accession to the European Union. Each development region is made up by several subregional
units called counties. Regional divisions correspond to NUTS2 level divisions in European
Union member states, but do not actually have an administrative status and do not have a
legislative or executive council or government in Romania. As of 2011, Romania is divided
into 41 counties and one municipality which are assigned as NUTS3 level divisions.
Currently, Romania has no NUTS-4 units, the counties being composed directly of cities
(some of which with municipality status) and communes.

Prior to Romania's accession into the European Union, development regions were called
statistical regions, and were used exclusively for statistical purposes. Thus they formally
existed for over 40 years, the development regions are publicly a news. There are proposals in
the future to cancel county councils (but leave the prefects) and create regional councils
instead. This would not change the nomenclature of the country's territorial subdivision, but
would presumably allow better coordination of policy at the local level, more autonomy, and
a smaller bureaucracy. ' This is difficult to achieve because Romanian regions can receive
administrative status only through constitutional amendment.

The competitiveness of a development region can be measured through several channels. One
of these is a top down approach which measures the competitiveness through a
macroeconomic indicator, the regional per capita GDP. Besides, there are also other micro
leveled attempts — bottom up approach - to measure regional competitiveness, e. g. through
the number of the established enterprises or the capacity of enterprises to apply for different
financial supports offered by the EU. The first part of present paper deals with the
competitiveness measured by the regional per capita GDP of the selected region while the
final part deals with the situation of those enterprises which claimed financial instruments and
have signed financing contracts also from the selected region.

" RAPORT al Comisiei Prezidentiale de Analizi a Regimului Politic si Constitutional din Romania — Pentru
consolidarea statului de drept (REPORT of the Presidential Commission for Analysis of Political and
Constitutional Regime in Romania - To strengthen the rule of law)
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1.1. Romanian regions in European context

Figurel Eligibleareasinthe EU under the Convergence Objective
and the European Competitiveness and Employment Objective

- Convergence Regions

FPhasing-out Regions
Phasing-in Regions

Competitiveness and Employment Regions

Source: European Commission, Regional Policy DG, Accessed at:
http://ec.europa.eu/regional_policy/atlas2007/index_en.htm (22.02.2011)

For the 2007-13 period, Romania has been allocated approximately €19.2 billion under the
Convergence objective’ and €455 million under the European Territorial Cooperation
objective. Romania’s contribution (including private sources) to complement the EU
investments will amount to at least €5.5 billion, bringing the total investments in structural
and cohesion policy to approximately €25.2 billion over the next seven years. (EC, 2009: 2)

All regions in Romania are eligible under the Convergence objective. As established in the
National Strategic Reference Framework for Romania, the EU funding will be invested in
reducing the economic and social development disparities between Romania and the other EU
Member States, by generating 15-20% additional GDP growth by 2015. Five thematic
priorities have been established to achieve this objective (EC, 2007: 1-3):

% The Convergence Objective concerns regions characterised by low levels of GDP and employment, where
GDP per head is less than 75% of the EU average as it stood between 2000 and 2002. It applies to 99 regions
representing 35% of the EU-27 population and aims to promote conditions conducive to growth and ones which
lead to real-time convergence in the least-developed Member States and regions.
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1. Development of basic infrastructure in line with European standards — improving the
basic infrastructure (roads, rail, water) in Romania is a prerequisite for launching
economic growth and improving social cohesion.

2. Increasing the long-term competitiveness of the Romanian economy — Romanian
enterprises need to move beyond reliance on low labour costs and take a major step
into the 21st century economy. The resources of the Structural Funds are available for
developing better access to funds, commercial exploitation of research results and full
participation in the knowledge-based economy.

3. Development and more efficient use of Romania’s human capital — while
unemployment is relatively low in Romania, so is the labour force participation rate,
and there is substantial evidence of skills shortages and mismatches. Improvements in
education, vocational training, lifelong learning and active labour market policy will
be combined to equip employers and employees so that they can take full part in the
economic transformation that has already started and will be accelerated as a result of
the Structural Funds.

4. Building an effective administrative capacity — whether to successfully implement the
Structural Funds or to achieve the wider goals of Romania’s modernization, sound and
effective administration is essential. The National Strategy therefore includes a
specific operational program focused on this area, and has set aside resources in each
of the operational programs for improving effective delivery.

5. Promoting balanced territorial development (territorial priority) — fast-growing
economies will, in the absence of any intervention, distribute growth unevenly,
leading to increased divergence within the country, congestion costs and other
inefficiencies. The purpose of the territorial priority is to counter these centrifugal
effects and to ensure that all regions and territories in Romania reap the benefits of
European Union membership.

2. MEASURING REGIONAL COMPETITIVENESS- A TOP DOWN APPROACH

A region is neither a simple aggregation of firms nor a scaled version of nations; it can be
characterized on “its own” meso-level. Hence, competitiveness is not simply resulting from a
stable macroeconomic framework or entrepreneurship on the micro-level. New patterns of
competition are recognizable, especially at regional level: for example, geographical
concentrations of linked industries - like clusters - are of increasing importance and the
availability of knowledge and technology based tools show high variability within countries.
(Annoni and Kozovska, 2010: 2)

An interesting broad definition of regional competitiveness is the one reported by Meyer-
Stamer (2008: 7): We can define (systemic) competitiveness of a territory as the ability of a
locality or region to generate high and rising incomes and improve livelihoods of the people
living there. This definition focuses on the close link between regional competitiveness and
regional prosperity, characterizing competitive regions not only by output-related terms such
as productivity but also by overall economic performance such as sustained or improved level
of comparative prosperity (Bristow, 2005). Huggins (2003) underlines, in fact, that “true local
and regional competitiveness occurs only when sustainable growth is achieved at labour rates
that enhance overall standards of living.” (in Annoni and Kozovska, 2010: 2)
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A common representation of competitiveness which is “suitable to measure” competitiveness
as defined by the European Commission is: GDP per capita, which can be broken down into
various component factors, each with an economic interpretation.

The general relation - following this classical methodology of the territorial approach of
regional competitiveness — consists of three interrelated factors: labour productivity,
employment rate and share of working age population (Vincze — Mezei, 2010: 3):

P E P, P
Where P=total population; E=employment; Pw,=population at working age; GDP/P=income
per capita; GDP/E=labour productivity; E/Py,=rate of employment.

The components of a more detailed breakdown is not entirely independent either — some
interrelation is likely between the indicators, e.g. highly productive regions using skilled
labour may well display high rates of employment (Gardiner, 2003: 4):

GDP _
Population
GDP . Jotal Hours Worked Employment . Working Age Population
Total Hours Worked Employment Working Age Populaiion Population
Productivity Work-Leisure Employment Rate Dependency Rate

Beside this, here are a number of arguments about the use of GDP per employee or GDP per
hours worked as a measure of productivity (usually data availability means an obstacle to
actually calculate these values). The regional implications of choosing an hours worked
measure are perhaps more profound than at the national level. Regions are more likely to be
specialised in particular sectoral activities, e.g. agriculture, which means that adjusting for
different hours worked profiles will more accurately represent the true labour effort involved
in producing the output against which it is measured. Another important aspect to mention is
the question of sustainability. This involves the amount of resources, e.g. energy and
emissions, used in enabling a region or country to become competitive (Gardiner, 2003: 4).

Productivity can be decomposed into sectoral components using the expression below
(Vincze, 2003):
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Following this decomposition — lead by the structure of economic activities (sectors) — the
main factors of competitiveness are the labour productivity on economic activities’ level
weighted by the employment by sectors compared to total population.

2.1. The competitiveness of Romania’s North-West region
2.1.1. Methodology applied

The formula below was used for the decomposition of the regional competitiveness’ indicator,
the per capita GDP in the actual calculations made within the framework of present study
(both on NUTS2 and NUTS3 levels):

GDP GDP . employment . working —age - pop.

total - population  employment working —age- pop.  total - population

The first fraction on the right-hand side of the formula is measuring labour productivity, the
second is the rate of employment and the third fraction reflects the share of population in
working age from the total population®. Given the standard definition of competitiveness, no
unique indicator of regional competitiveness can be found. It is interpreted rather as a
combination of closely connected, well-measurable and unambiguous traditional economic
categories:

— per capita GDP of the region (otherwise regional growth),
— labour productivity of the region,

— employment rate of the region,

— share of population in working age.

Hence the substance of regional competitiveness: the economic growth in the region, which
growth is generated by both a high level of labour productivity and a high level of
employment (EC, 2001). In other words, competitiveness means economic growth driven by
high productivity and a high employment rate. The standard concept of competitiveness
basically expresses balanced regional economic growth. If the employment rate is high, then
sooner or later the living standard will also increase. (Lengyel, 2006: 4)

2.1.2. Interpretation of the results

In present section the obtained results referring to the North-West region are presented on the
basis of the results in Tables 1, 2 (See APPENDIX).

The North-West Development Region consists of six counties : Bihor, Bistrita-Nasaud, Cluj,
Maramures, Satu-Mare and Salaj, which have a share of 14.3 % of the territory of Romania
and host 2.73 million inhabitants (12.7% of Romania’s population) .The region contributed
approximately 12 % to the total national GDP, more exactly 12.1 % in 2002 and 12.2 % in
2007 and was rewarded with a GDP per capita of 6675 lei in 2002 and 18585 lei in 2007.
Despite the fact that the nominal value of per capita GDP increased from 2002 to 2007, the
share of this region’s contribution to the national GDP remained the same. In both years
(2002, 2007) the region’s per capita GDP was mildly lower than the national average, which
showed 6957 lei in 2002 and 19273 lei in 2007.

* In present study, population in working age is represented by data referring to population > 15 year, 2002
(both for 2002 and 2007, due to data availability)
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Figure 2, The competitiveness of Romanian NUTS2 regions
(per capita GDP of each region vs. national average)-2007

Legend
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Figure 3, The competitiveness of Romanian NUTS2 regions
(per capita GDP of each region vs. “ new”’ national average, excluding Bucharest)-2007

2" Legend
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Figures 2 and 3 show the situation of Romanian NUTS2 regions in national comparison by
comparing each region’s per capita GDP value to the national average of the same indicator.

It is important to mention that because of the fact that Bucharest-Ilfov region shows
outstanding values on all examined indicators, another calculation has been made according
to which a new average was defined among the seven other regions, omitting values of
Bucharest-Ilfov. The values of this new national average indicate lower level, such as 6148 lei
in 2002 (versus the 6957 lei including Bucharest-Ilfov as well) and 16543 lei in 2007 (versus
19273 lei). It is clearly visible that the per capita GDP value of the analyzed North-West
region (6675 lei in 2002 and 18585 lei in 2007) is over the newly calculated average which
means that among the seven regions occupies a prominent place. Figure 3 indicates the
regions’ situation compared to the newly defined national average.
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In 2002 Cluj county being the most developed county of the region had the highest value of
per capita GDP, 8511 lei and was followed by Bihor county with a 7761 lei per capita GDP
value. The most underdeveloped county of the region is considered to be Maramures county
with a 4945 lei per capita GDP. The sequence of counties has not changed from 2002 to 2007,
because in 2007 Cluj county remained the most competitive with 25978 lei per capita GDP
value and was also followed by Bihor county where the per capita GDP showed 19322 lei.
These are the two counties of the region of which per capita GDP values exceed the region’s
per capita GDP value either in 2002 or in 2007. The most undeveloped county of the region
remained as well the same, being represented by Maramures county which had a 13645 lei per
capita GDP value in 2007.

Figure 4, Per capita GDP values of the N-W Region’ s counties (compared to regional average)-2007

Legend
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Source: Own edition based on own calculations

The development level of the region can also be described with the indicator of labour
productivity. This value in North-West Region was 16269 lei in 2002 and 42751 lei in 2007.
Taking into consideration the NUTS3 level decomposition, the same conclusion can be drawn
as in the case of per capita GDP i.e. the most developed county of the region is Cluj county
with 19755 lei of labour productivity in 2002 and 54609 lei in 2007 and the most undeveloped
county is Maramures county with a 12945 lei labour productivity value in 2002 and 35311 lei
in 2007. What is more, the labour productivity of the region with its’ value of 16269 lei in
2002 remained below the national average which in the same year showed 18236 lei. The
relation between the two indicators remained the same in 2007 when the national average of
labour productivity was 47632 lei and the same indicator in the North-West region showed
42751 lei. In this case, the above mentioned new average without the outstanding values of
the capital’s region had been calculated as well and showed values close to values of North-
West region. According to this, the average labour productivity of the seven regions was
16249 lei in 2002 (while the same value in the North-West region indicated 16269 lei) and
42563 in 2007 (while the same value in the North-West region indicated 42751 lei). It can be
seen that in both years the analyzed region’s values were almost the same but quite higher
than the newly calculated average values. This also shows that taking into consideration the
labour productivity, the North-West region occupies a good place compared to the other
regions except the Bucharest-Ilfov region.

The employment rate of North-West Region was 0.505 in 2002 which was higher than the

national average of 0.466. Within the region, Bihor county had the highest employment rate
(0.556) and it was followed by Satu Mare county and the most competitive Cluj county
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(which had the highest per capita GDP value) was only the third with 0.5 employment rate
value. In 2007 the regional employment rate increased and reached a value of 0.529. Within
the region the employment rate remained the highest in Bihor county (0.564) and was the
lowest in Salaj (0.508) against the lowest value (0.462) of the year 2002 reached by Bistrita-
Nasaud county.

Taking into account the place of North-West region occupied relative to the other regions we
can observe that it is located in the middle. In 2007 it had higher per capita GDP value than
North-East, South-East, South and South-West regions but lower than Bucharest-Ilfov, West
and Central regions.

Note: The lei/euro currency rate was 4, 15 lei/euro when calculations were made.

3. MEASURING REGIONAL COMPETITIVENESS- A BOTTOM UP APPROACH

The competitiveness of a development region can not only be measured through the above
mentioned and analyzed macroeconomic indicator defined at regional level (regional per
capita GDP) but through the capacity of the enterprises established in the region to absorb
supports from community resources.

In the 2007-2013 programming period Romanian regions are eligible under “Convergence”
objective and can get supports from Structural Funds through seven operational programs as
follows: Sectoral Operational Program- Increase of Economic Competitiveness (SOP-IEC),
Transport  Operational ~ Program  (T-OP), Environment Operational  Program
(ENVIRONMENT-OP), Regional Operational Program (ROP), Human Resource
Development Operational Program (SOP-HRD), Administrative Capacity Development
Operational Program (ACD-OP), Technical Assistance Operational Program (TA-OP). These
programs are financed by the European Fund for Regional Development, the European Social
Fund and by the Cohesion Fund.

Table 1, Structural supports for “Convergence Objective”

Operational Programs Managing Authority European Fund TOTAL ALLOCATION
(million EUR)
SOP-1IEC The Ministry of Public EFRD
Finance 3,944 4
T-OP The Ministry of EFRD + CF
Transportation and
Infrastructure 5,697.8
ENVIRONMENT-OP The Ministry of EFRD + CF
Environment and Forests 5,588.5
ROP The Ministry of Regional EFRD
Development and Tourism 4,439.9
SOP-HRD The Ministry of Labor, ESF
Family and Social
Protection 4,146.6
ACD-OP The Ministry of ESF
Administration and Interior 224.7
TA-OP The Ministry of Public EFRD
Finance 200.3
Total 19,21 billion EUR 24,242.2 (including
national contribution)

Source; Own edition based on NSRF data
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Among these programs three are available for enterprises: Sectoral Operational Program-
Increase of Economic Competitiveness (SOP-IEC), Regional Operational Program (ROP),
and Human Resource Development Operational Program (SOP- HRD). The present section
makes a review on those enterprises from North-West region which claimed supports through
the above mentioned three operational programs. Before this, briefly presents the three
operational programs.

3.1. Operational Programs available for enterprises
As Figure 5 shows, more than 50% of the supports offered through operational programs are

available for enterprises. The three above mentioned operational programs cover 51%
(16%+17%+18%) of the total sum dedicated for operational programs.

Figure 5, The distribution of supports for each type of operational program

SOP-ACD AT
1%

Source: Own edition based on NSRF data

Sectoral Operational Program:Increase of Economic Competitiveness

Sectoral Operational Program —Increase of Economic Competitiveness is a document
negotiated with the European Union through which productivity growth of Romanian
enterprises is encouraged in order to reduce the disparities compared to the level of the EU.

The general objective of the program consists of productivity enhance of Romanian
companies in accordance with the principle of sustainable development and the reduction of
differences from the average productivity of enterprises from the EU. Beside the general
objective there are defined some specific objectives as well. Some of these are: strengthening
and development of the productive sector in Romania with respect for the environment,
building an environment conductive to sustainable development of enterprises, R&D capacity
building and fostering cooperation between RDI institutions and the productive sector,
harnessing the potential of ICT both in public and private sectors, increasing energy
efficiency and sustainable development of energy system. SOP-IEC has four priority axes and
within each three major intervention areas.(Catana and Ofiteru, 2010)

Regional Operational Program

Regional Operational Program implements important components of National Strategy for
Regional Development of the National Development Plan (NDP) and together with the other
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Sectoral Operational Programs contributes to the achieving of the NDP and National Strategic
Reference Framework’s objectives, thereby contributing to reduce the economic and social
development disparities between Romania and EU Member States. The general objective of
ROP is therefore to support, to the extent possible, an equally balanced growth of all parts of
the Country not that much by redistributing public resources but by ensuring that all areas
should have a minimum level of business, social and human capital infrastructure to allow
growth to take place. ROP has six priority axes and within each several major intervention
areas (Catana and Ofiteru, 2010).

Sectoral Operational Program - Human Resour ce Devel opment

The general objective of SOP - HRD is the development of human capital and increasing
competitiveness, by linking education and lifelong learning with the labour market and
ensuring increased opportunities for future participation on a modern, flexible and inclusive
labour market for 1650000 people.

The specific objectives can be summarised as follows: promoting quality initial an continuous
education and training, including higher education and research; promoting entrepreneurial
culture and improving quality and productivity at work; facilitating the young people and long
term unemployed insertion in the labour market; developing a modern, flexible, inclusive
labour market; promoting (re)insertion in the labour market of inactive people, including in
rural areas’; improving public employment services; facilitating access to education and to the
labour market of the vulnerable groups. SOP- HRD has seven priority axes and within each
several major intervention areas. (Catana and Ofiteru, 2010)

3.2. Enterprises from the North-West region which claimed supports through
Operational Programs and have already signed the financing contracts — Situation
Overview

Aprevious part of present paper depicted the situation of the North-West region’s
competitiveness regarding the per capita GDP as the most important indicator of the analyzed
area. The aim of this subsection is to assess the situation of grants available for enterprises
given through Operational Programs, because this can be a micro leveled approach of the
region’s competitivenesss.

A study on the competitiveness of Romanian SMEs for 2006, conducted by the National
Authority for the SMEs Council has revealed the accelerated but not sufficient evolution trend
of this sector. Thus, while in the EU, from demographic point of view, there are over 50
SMEs per 1000 inhabitants, in Romania there are around 26 SMEs / 1000 inhabitants, but
according to regions the weight differs. In Bucharest the average is 48.56% of SMEs per
1,000 inhabitants, followed by the Nord-West, West and Center regions, with demographic

* Rural area refers to rural localities as defined under the Romanian Law No 350 / 2001 on spatial planning and
urbanism and Law No 351/2001 for approving the National Spatial Plan — Section IV — Localities network,
namely the localities where either the majority of population is occupied in agriculture, forestry or fisheries, or in
terms of endowment with public utilities, do not fulfill the legal obligations to be declared as urban localities,
even if the majority of population is occupied in other sectors than those mentioned before. Thus, from an
administrative point of view, the Romanian territory is organized, at NUTSS level, in 319 towns making up the
urban area and 2,851 communes, making up the rural area (data for 31 December 2005). In their turn, communes
are mostly made up of more than one village (12,946 villages in total)without any administrative responsibilities.
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intensities of over 25 SMEs/1000 inhabitants. (Negrusa, Ionescu, 2009). At this time the
number of SMEs in North-West region was about 60.000.

Although there are some strict eligibility criteria for the enterprises to get supporsts from
structural resources through operational programs the number of enterprises which claimed
supports through the three mentioned operational programs and have already signed contracts
is very low regarding the total number of enterprises of the region and also regarding the
number of enterprises which claimed supports yet haven’t signed the financing contracts.

This section deals with the so called ,,winner” projects which have reached the moment of
contract signing (until january 2011). In order to get a more accurate view on the acivity area
of those enterprises which claimed supports and were chosen as winners, firms are ranked in a
four sectored economy. In this context the four sectors are: services, construction, industry
and agriculture and food sector

Figure 6, Number of enterprises which claimed supports through SOP-IEC and  signed financing contractsin
the N-W Region
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Source; Own edition

As Figure 6 shows, most of the enterprises which claimed supports through SOP-IEC and
have already signed financing contracts belong to the industry sector. This can easily be
explained by the fact that one of the specific objectives of SOP-IEC is the strengthening and
development of the productive sector. Another such kind of specific objective is the
harnessing of ICT potential both in public and private sectors. This is why the second sector
regarding the number of winner projects is the service sector. Besides, there are some
enterprises belonging to construction sector and very few of those belonging to agriculture
and food sector. This last aspect regarding the small number of enterprises from agriculture
and food sector can be explained by the fact that the National Strategic Plan for Rural
Development implemented through the National Rural Development Program, provides the
Romanian strategy for rural development aiming to increase the attractiveness of rural
territory from an economic, social and environmental point of view. This policy complements
and contributes to the achievement of the objectives of the cohesion policy, which is
implemented through the Structural Funds and Cohesion Fund but has its’own fund, the
European Agricultural Fund for Rural Development. Enterprises from agriculture and food
sector therefore are mostly financed by EAFRD, which is not analyzed in the framework of
present study.

Beside the number of ,,winner” enterprises, the value of claimed grants is presented as well by
Figure 7.
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Figure 7 Value of grants (EUR) -SOP-IEC, signed contracts, N-W Region
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The value of grants follows the tendency presented in the case of the absolute number of
enterprises which claimed supports and signed contracts. According to this, the industry
sector is entitled to get the largest amount of money, 24185912 euro and is followed by the
service sector with a sum of 13249206 euro. The 28 enterprises from construction sector are
entitled to get 5860785 euro and the 5 firms from agriculture and food sector 181568 euro.

As Figure 8 shows, in the case of Regional Operational Program most enterprises which
claimed supports and achieved the contract signing moment belong to the service sector. This
can be considered as natural regarding the fact that most projects were submitted under
Priority Axis 4 which is responsible for strenghtening the regional and local business
environment. This kind of objective can be achieved by developing enterprises from the
service sector. There are other objectives as well, such as the improvement of social
infrastructure or sustainable development and promotion of tourism which also confirm the
outstanding number of enterprises from the service sector. The industry sector occupies the
second place with a number of enterprises less than 25% of the previous category (belonging
to service sector). This means ten companies from the industry sector.The number of
enterprises from other sectors is almost negligible as four companies belong to construction
sector and only one enterprise to the agriculture and food sector. The lack of enterprises from
agriculture and food sector can be explained by the same fact as in the case of SOP-IEC,
namely by the fact that there is a separate fund, the EAFRD from which sgricultural
enterprises are financed.

Figure 8, Number of enterprises which claimed supports through ROP anD signed financing contractsin the
N-W Region
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Figure 9 presents the value of the above mentioned grants, namely those which claimed
supports from ROP and signed the financing contract entailed with it. As expected, the value
of grants follows the tendency presented in the case of the number of enterprises. According
to this, the largest sum of money, aproximately 95% of the total sum has been awarded to the
service sector and it amounts almost 22 million euro from the slightly more than 23 million
total sum. The industry sector received aproximately 0,9 million euro, the construction sector
aproximately 0,2 million while the agriculture and food sector, precisely the single enterprise
of the kind 18416 euro (0,08% of the total sum).

Figure 9, Value of grants (EUR) -POR, signed contacts, N-W Region
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The third examined grant category given through SOP-HRD shows similarities to the supports
given through ROP. According to this, regarding the number of enterprises which claimed
financial instruments through SOP-HRD and have signed the accompanying financing
agreements at first place stands the service sector. Although the total number of companies is
more less than in the case of ROP, the rates are similar. Within the service sectosr twenty-one
companies claimed for such supports and signed financing contracts, while from the industry
sector twelve enterprises, from the agriculture and food sector and from the construction
sector three, respective two firms. Figure 10 contains the graphic representation of the above
described situation.

Figure 10, Number of enterprises which claimed supports through SOP-HRD and signed financing contractsin
the N-W Region
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It is important to mention that enterprises from agriculture and food sector do not claimed the
mentioned supports to develop their main field of activity - which is naturally an agricultural
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topic and for which there exists a separate fund (EAFRD) — but to develop their human
resources. Actually the general objective of SOP-HRD already sets that - regardless which
enterprise in which sector of the economy belongs — the aim of the program is to develop the
human capital and increase competitiveness.

Figure 11 contains the graphic representation of the ditribution of grant values awarded
through SOP-HRD by enterprises belonging to different sectors of the economy.

Figure 11, Value of grants (EUR) —SOP-HRD, signed contacts, N-W Region
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The distribution of grant values follows the above presented tendency. As most of the
enterprises which claimed supports through SOP-IEC and have signed the accompanying
financing contracts belong to the service sector, the value of grants awarded to them means
almost 90% of the total value with its’ sum of 10267659 euro. In the industry sector the value
of awarded projects exeeds 1 million euro and represents slightly more than 8 % of the total
value, but in the case of the other two sectors these values are much lower, 257233 euro,
respectiv 62764 euro representing 5 % respective 2 % of the total value.

4. CONCLUSION

In European context all Romanian regions are eligible under ,,Convergence” objective which
means that every Romanian region is characterised by low levels of GDP and employment,
namely the per capita GDP is less than 75% of the EU average. In national context, the
analysed region of Romania, the North-West region, regarding the competitiveness measured
by per capita GDP values occupies a medium position after the region of the capital
(Bucharest-Ilfov, which has outstanding values in every aspect),the West reion and the
Central region. Considering the last part of the paper, the bottom-up approach of
competitiveness, it can be stated that more enterprises should recieve supports from european
funds through different operational programs. The number of applicant entreprises is much
lower than the total number of entreprises of the region. What is more, the number of winner
projects, through which entreprises practically get supports is significantly lower than the
number of delivered applications. This should mean that applicants can not compose
acceptable projects and that this field of activity needs development in the near future.
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APPENDIX

Table 1. Breakdown of GDP/cap in the N-W development region 2002

2002 GDP/cap | GDP/Empl. | Empl./Pop>15 | Pop.>15/Pop.
TOTAL 6957 18236 0.466 0.818
TOTAL (without Bucharest-Ilfov) 6148 16249 0,466 0,812
NORTH - WEST 6675 16269 0.505 0.812
Bihor 7761 17089 0.556 0.816
Bistrita-Nasaud 5326 14824 0.462 0.777
Cluj 8511 19755 0.500 0.861
Maramures 4945 12945 0.485 0.787
Satu Mare 6040 15153 0.505 0.789
Salaj 5240 13477 0.485 0.802
Source: own calculations based on INS data
Table 2. Breakdown of GDP/cap in the N-W development regions, 2007
2007 GDP/cap | GDP/Empl. | EmplL/Pop>15 | Pop.>15/Pop.
TOTAL 19273 47632 0.489 0.828
TOTAL (without Bucharest) 16543 42564 0,472 0,824
NORTH - WEST 18585 42751 0.529 0.822
Bihor 19322 41312 0.564 0.829
Bistrita-Nasaud 15702 39153 0.514 0.781
Clyj 25978 54609 0.553 0.861
Maramures 13646 35311 0.484 0.798
Satu Mare 14575 35469 0.509 0.807
Salaj 15942 38037 0.508 0.825

Source: own calculations based on INSdata

Note: The lei/euro currency rate was 4, 15 lei/euro when calculations were made.
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ABSTRACT

Networking facilitates knowledge transfer. It is considered as the systematic and continuous
activity between two or more people associated in the group with the intention of achieving
common goals. The benefits of the networking are multiple; the groups have a greater effect
than the sum of individual effects, groups can reach more complex and far-reaching goals
than individual projects and development of information technology allows the networking of
individuals regardless of time, place and number of participants (virtual network).
Organizations that succeeded to build effective networks are able to take advantage of new
knowledge more successful than organizations that do not use these kinds of networks. Social
networks are already becoming a part of most Knowledge Management functions in recent
years. Knowledge managers are learning what makes social networks successful and how to
manage this new kind of communication tool in achieving organizational goals. The article
discusses the possibility of using the social networks pattern in helping knowledge managers
improving communication among employees and knowledge sharing at all levels within the
organizational structure.
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1. INTRODUCTION

Rapid developments in Information Communication Technology during the last two decades
have changed the way of doing business. The human being as a social existence cannot live
without interacting with the others in their social environment. Today, modern organizations
consist of large number of interacting individuals. Network ties create opportunities for the
actors to communicate faster and more frequent.

This survey will explore possibilities of improvement in the field of communication
management by implementing basic rules of social interactions. Our attention will be focused
on the possibility of implementing connections and relationships that exist in social networks
on formal links and relationships that exist within the company. In this article we have tried to
give a new perspective on communication between individuals in the company due to the
changes that occur in the field of technology that affects the way individuals behave.

The main idea is to help managers, but not only them, but to all employees in the company
and at all levels in the organization, to improve the process of mutual communication.

We organize the paper as follows. The first chapter after introduction is dedicated to overview
of contemporary theories in the communication field, social networks, the reasons for their
creation and theories that derived from it.

The second chapter intents to explain some basic issues connected to social networks and to
emphasize importance of their implementation in every organization. It brings a deeper
analysis of social networks and the benefits provided by those groups and companies which
apply them.

Third chapter will serve us to consolidate basic postulates and findings regarding formal and
informal networks and their impact on organization design.

The basic communication variables will be identified in the fourth chapter and finally we will
withdraw some implications and conclusions that derive from our theoretical overview.

2. THEORY REVIEW

There are many definitions of social networks in the literature, but we will use the one which
defines the term “social network” to represent interpersonal connections between individuals,
business units, or organizations. These links are not hierarchically influenced and they include
information and knowledge flows. We can extract two overarching goals of networking. The
first is to transfer knowledge and the second is to facilitate it. Social networks are already a
part of most Knowledge Management (KM) functions these days. Knowledge managers have
yet to learn what makes social networks successful and how to manage and leverage them to
achieve organizational value. A large number of researchers interested in network
relationships have recognized the knowledge dimension of networks and its link with
competitive success (e.g., Dyer & Nobeoka, 2000, Bau; Calabrese, & Silverman, 2000; Gupta
& Govindarajan, 2000; Nishiguchi, 1994). They believe that, through membership in a
network and the resulting repeated and enduring exchange relationships, the potential for
knowledge acquisition by the network members is created. Our interest is in communication,
knowledge acquisition, how knowledge transfer between network members occurs, and what
role social networks play in the transfer. Some authors (Gulati, Nohria, & Zaheer, 2000; Uzzi
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& Gillespie, 2002) have an area of their research in understanding how the social context in
which firms are embedded influences their behavior and performance. Further, in various
academic (e.g., Adler & Kwon, 2002; Gargiulo & Benassi, 2000; Nahapiet & Ghoshal, 1998)
and practitioner-oriented publications (e.g., Anand, Glick, & Manz, 2002; Baker, 2000),
researchers recently have argued that access to new sources of knowledge is one of the most
important direct benefits of social networks. Moreover, there is evidence suggesting that
knowledge transfer is facilitated by intensive social interactions of organizational actors (Lane
& Lubatkin, 1998; Yli-Renko, Autio, & Sapienza, 2000; Zahra, Ireland, & Hitt, 2000). As
emphasized by Miles and Snow (1986), two major outcomes of the search for new
competitive approaches are already apparent':

First, the search is producing a new organizational form—a unique combination of strategy,
structure, and management processes that we refer to as the dynamic network. The new form
is both a cause and a result of today's competitive environment.

Second, as is always the case, the new organizational form is forcing the development of new
concepts and language to explain its features and functions and, in the process, is providing
new insights into the workings of existing strategies and structures. Networks provide firms
with access to knowledge, resources, markets, or technologies.

Managers make strategic choices based on their perceptions of the environment and of their
organizations' capabilities. Saying all of this in different language, ways of doing business
traditionally have been highly contingent on ways of organizing, and major competitive
breakthroughs have been achieved by firms that invented, or were quick to apply, new forms
of organization and management’. New organizational forms arise to cope with new
environmental conditions. However, no new means of organizing or managing arrives full-
blown; usually it results from a variety of experimental actions taken by innovative
companies.

2.1. SOCIAL NETWORKS RESEARCH AND ANALYSIS

Networks can be found in every aspect of professional activities. The network follows a set of
underlying principles that guide the transfer of responsibilities, information and outcomes
between members through the developed interconnections. The visualization of the
relationships and the identification of network weaknesses can be easily done by graph
measures such as density of communication and nodal distances. The concepts of cohesion,
density, distances, and relationships have been applied by researchers in many diverse and
distinct domains. Classic Social Network Analyses (SNA) research is focused on sociological
networks which involve individuals in the workplace and their exchange of information to
complete tasks (Krebs 2004). Ability to recognize these connections and relationships and to
graphically map them is crucial for network researchers. Further, using a visual expression of
these connections and relationships allows researchers to isolate relationships, visualize
network principles such as dominance, centrality, and egocentricity, and graphically present
results that were previously limited to mathematical matrices (Hanneman and Riddle 2005).

Every organization is conceived of as a bounded social system in which there is a relatively
stable network of interpersonal linkages through which messages flow and which affect the

! Raymond E. Miles, Charles C. Snow (1986), The Regents of the University of California Organizations: New
Concepts for New Forms, California Management Review Volume XXVIII, Number 3, Spring 1986.

2 Raymond E. Miles, Charles C. Snow, (1984), "Fit, Failure, and the Hall of Fame," California Management
Review, Vol. XXVI (Spring 1984): 10-28.
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productivity and maintenance of the system (Schuler, 1975). From this perspective, one way
to study organizational phenomena is to examine the formal and informal ties that connect
groups and individuals within a firm. Social network analysis principally involves the study of
both information exchange and influence of the relationships. It involves the comparison of
prescribed group structures (such as work teams, departments, or divisions) and emergent
group structures (such as informal cliques and friendships). Finally, it facilitates the
characterization of groups in terms of the number and types of individual role players (stars,
liaisons, and isolates) and the frequency, direction, and compatibility of intergroup
communications.

There are several group structural properties that have been studied most frequently in prior
research which can be categorized as descriptive of the group or descriptive of individuals
within a group. Properties that are descriptive of the group include’:

1. Connectedness—the extents to which group members identify with the goals of other
members of their groups; it is a measure of group cohesiveness (O'Reilly & Roberts,
1977).

2. Centrality—the degree to which relations are guided by the formal hierarchy (Tichy et
al., 1979).

3. Reciprocity—the degree to which there is two-way communication in a workgroup
(Newcomb, 1979).

4. Vertical differentiation—the degree to which different organizational hierarchy levels
are represented in a given work group network (O'Reilly & Roberts, 1977).

5. Horizontal differentiation—the degree to which different job areas are represented in a
given work group network (Mohr, 1979).

6. Coalitions—perceived linkages among several individuals who believe that their
ability to dominate organizational relationships is greater as a group than as
individuals (Thibaut & Kelley, 1959). Coalitions also can be used as individual
descriptors when the analysis focuses on a person's membership or non membership in
specific emergent groups.

7. Group structural properties that are descriptive of individuals who serve specific
communications functions for a group include:

8. Stars—individuals who are seen as having a great deal of influence on the jobs of
most group members and who are the focus of most communication within the group
(Tichy & Fombrun, 1979).

9. Isolates—individuals who are seen as involved in almost no communication within the
group and as being uncoupled from the network (Tichy et al., 1979).

10. Liaisons—individuals who serve as intermediaries among various emergent work
groups within a department (Schwartz & Jacobson, 1977).

The potential contribution of social network analysis thus is as a means to address important
unanswered questions regarding the design-performance relationship in organizations because
it explicitly focuses on interpersonal processes and is capable of linking macro and group
level approaches to the study of organizations (Crozier, 1972; Fombrun, 1982; Tichy &
Fombrun, 1979; Tichy et al., 1979).

? Fred R. David, John A. Pearce (1983) Social Network Approach to Organizational Design-Performance, II
University of South Carolina, Mississippi State University, Academy of Management Review. 1983. Vol. 8. No.
436-444.
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2.2. SOCIAL NETWORKS AND THEIR IMPACT ON ORGANIZATION

The influences of the organizational design on the organization performance were the subject
of many studies and theories (Dalton, Todor, Spendolini, Fielding, & Porter, 1980; Lawrence
& Lorsch, 1969; Pennings, 1975). Although it is now clear that variations in design do affect
performance (Dalton et al., 1980; Ivancevich & Donnelly, 1975; Van de Ven, Delbecq, &
Koenig, 1976), there is a continued reason for interest. Specifically, the nature of the
relationship between the two variables has yet to be defined. Macro level organizational
design characteristics do not directly influence group performance as indicated by Tushman,
Tichy, and Fombrun (1979), but, instead, their influence on performance is moderated by
group level characteristics. As Tichy et al. suggest, organizational design may impact group
performance principally because of its effects on communication (i.e., information) flow.
Such effects may either augment or retard the information processing capability of the

organization and ultimately impact the performance of individual groups (MacCrimmon,
1974; Mears, 1974; Pelz & Andrews, 1966). Thus, though organizational design may indeed
influence group performance, its impact may be mediated by group structural properties that
mask the underlying significance of the design-performance relationship.

In an effort to advance the study of this perspective, this paper presents a conceptualization of
social network and communication effectiveness. Social network analysis shows us who
communicates with whom, and similarly, where there are gaps. Thus, we can consider a
variety of networks: communication overall, who is turned to whom for help, and on-going
assessment of which people turn to with new ideas. The analysis technique highlights
relationships that may not show up on formal organization charts. Sometimes, where we think
links should exist-they don’t. Employees usually use these links either for short assignments
or for providing coaching on collaboration. The aim is to achieve the goal, but to help the
participants involved in the communication to communicate in the fastest possible way but
not to be overburdened. There cannot be change done in just one thing in the organizations to
take advantage of new technologies; it generally requires a combination of technology and
adjustments to organizational practice.

2.3. FORMAL AND INFORMAL SOCIAL NETWORKS

In reality, it is clear that knowledge shared between the formal and informal groups is not the
same knowledge. There is a clear difference in the knowledge that is shared between the two
groups. Some researchers like Burns and Stalker (1961) distinguished the ‘formal structure’
of the organization which is well-defined by management systems and structures from the
‘informal structure’ or ‘private organization which is processed by individuals who
communicate on issues not directly laid down and governed by management.

The concept of social networks as the essential structures upon which both formal and
informal communication and knowledge transfer are based was introduced by Burns and
Stalker, (1961) and Chandler (1962). They define formal social networks as those that are
prescribed and forcibly generated by management, usually directed according to corporate
strategy and mission. In contrast, informal social networks, or emergent networks, are
unsanctioned and ungoverned organic structures connecting a potentially unbounded group of
individuals (Mintzberg, 1973; Tichy, 1981). On the other hand, in the context of the firm,
these informal networks extend not only internally but also externally across organizational
boundaries. They include the working relationships, collaborations and exchanges of
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knowledge between individuals which are not found in organizational structures, but are the
result of the personal initiative of employees (Cross and Parker, 2004). Critically, they
observe that the patterns of collaboration and communication revealed in informal networks
are significantly different from the formal organizational structures implemented by
managers. Thus, formal organizational structures fail to reflect accurately the true nature of
social relationships and the dynamics and dependencies between staff. This can be to the
detriment of efficient knowledge exchange within the firm (Cross et al., 2002b).

Figure 1. A Conceptualization of the Design Performance Relationship

Organizational Design Group Structural Performance
a. Mechanistic .| Properties R
b. Organic "] a. Connectedness g

b. Centrality
c. Reciprocity
d. Vertical

Source: Jonathon N. Cummings and Rob Cross, Structural properties of work groups and their consequences for
performance, Social Networks, Volume 25, Issue 3, July 2003, Pages 197-210

The authors who have succeeded in an attempt to summarize all the research to date are Cross
and Parker (2004). Briefly, studies of informal relationships using social network analysis
have revealed critical disconnections between business groups or individuals, the often
unexpected locations of key individuals; who act to facilitate communication and link
disparate groups, and significant instances of important personnel failing in their formal task
of enabling and supporting collaboration. Previous studies reveal that senior managers play a
key role in the formation of informal groups. Equally, those who are found at the hub of an
informal network are frequently individuals who otherwise go unrecognized, and therefore
unsupported in the firm.

Finally, the real value of the analysis of social networks within companies’ lies in obtaining a
realistic picture of relationships within the organization, regardless of formally defined
relationships. Cross and Parker (2004) have stressed the importance of understanding
informal networks because of their impact on organization performance.

3. CORPORATE SOCIAL NETWORKS

The old saying “If you can’t measure it, you can’t improve it” gets its full meaning when it
comes to social networks within an organization. Improving workplace communication is a
battle that every organization faces. Whether the issue is the loss of tacit knowledge as an
aging workforce retires, information silos among different divisions, or the lack of
conversation between multiple offices, communication issues impact every organization.

Today, all communication between employees is mostly done digitally so it can be monitored
and measured. This allows for the detailed measurement of information shared inside the
network. Corporate social networks capture information and data that was always there inside

a company, but now it’s in a tangible place, and information can be measured concretely with
less manpower required. At the same time, behavioral data and “invisible work” can be
captured and measured, neither of which can be measured by people. Collecting data of
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internal communication is not something new. Before the digital age, information about
communication among employees was collected manually which took significant time and
caused additional expenses. These “measurement” tools were based on self-reporting and
possibly biased collection methods. Now that streams of data flow through an enterprise via
its social network, actual information and its impact on corporate communications can be
measured.

Figure 2.Communication ties and connections in formal and informal organizational structure

Source: http://www.adamsmithesg.convar chives/2007/10/partner s-desks-and-the-im.html

Nowadays there is software that allows us to monitor internal communication. There are a
number of tools that give us different kind of information, such as the number of messages
exchanged between individuals, the most contacted persons, the most influential person etc.
By analyzing these metrics, community managers can help their companies understand how
and why employees in the network are communicating. The bias in reporting has been
eliminated, making the data that much more powerful. With strong supporting data,
companies can make educated changes to their communication patterns. When organizations
have data over a certain period of time, and can watch it change and vary under different
conditions, they can continuously fine tune and adjust in order to improve communications.
Successful management of change can be achieved only through systematic monitoring of
changes, their analysis and adjustment.

3.1. COMMUNICATION VARIABLES

Analysis of social networks is based on the importance of communication within members of
the organization. Trying to understand what affects the transfer of information between
organizations and individuals, and improving this communication, is the subject of
communication research. Hirokava (1980) has proposed a model which highlights the
variables that affects success of communication. His research showed that a decisive
influence on the success of some groups is not individual behavior during the discussion, but
their behavior after the discussion and observed over a longer period of time Specifically, the
results suggest that not only do group members in effective groups produce more procedural
statements than members of ineffective groups, but effective groups consistently spend more
time interacting on procedural matters. The conclusion relevant to the proposed model is that
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effective groups spend considerable time understanding the problem and how they are going
to interact to solve the problem prior to putting forward suggested results.

An additional category of communications research is the role of communications within
small groups. Similar to product development groups, project teams, and quality groups,
construction teams are required to interact effectively to produce desired results quickly and
efficiently. To this end, the factors that affect small group communications are a critical
background component.4 The research in this area is well established and provides critical
insights into the variables that impact this success. In early 50's researchers involved in
researching communication within teams, determined that the communication within small
groups is influenced by such things as communication patterns, role of communication and
group perception (Bales 1950; Newcomb 1951; Fisher 1974). Within this original and
continuing research, it has been found that all groups experience a similar set of linear
communication stages during the development of task solutions (Fisher 1974). The groups
that have the ability to understand this process and the variables that impact the stages have
the greatest opportunity for effectiveness in a given task (Poole and Roth 1989). If projects
can be viewed from a social collaboration perspective, then an increased emphasis will be
placed on developing teams that have shared values and trust among the participants. As
demonstrated earlier, teams that have this as a basis will focus on sharing knowledge to
produce high-performance results.’

4. NETWORK EFFICIENCY AND EFFECTIVENESS

In order to optimize a network by capitalizing on structural holes, Burt (1992) claims that
increasing network size (number of direct contacts) without considering the diversity reached

by the contacts makes the network inefficient in many ways. Therefore, the number of non
redundant contacts is important to the extent that redundant contacts would lead to the same
people and, hence, provide the same information benefits. The term effectiveness is used to
denote the average number of people reached per primary contact; while the term efficiency
concerns the total number of people of people reached with all primary contacts.

Hence, effectiveness is about the yield per primary contact, while efficiency is about the yield
of the entire network. An effective network therefore regards the primary contacts as ports of
access to diverse clusters (because of non redundancy), and therefore achieves the yield of the
entire network. The term that Burt (1992) uses to denote effectiveness in networks is effective
size. Ideally, the number of non redundant contacts should increase with the number of
contacts to achieve optimal efficiency (i.e., 1). As one increases one’s number of contacts and
gradually starts to have a smaller number of non redundant contacts, the individual’s network
efficiency decreases. Conversely, as the number of non redundant contacts increases relative
to the lower number of contacts, the individual’s network efficiency increases. Network
Constraint dictates the extent to which an individual’s opportunities are limited by investing
the bulk of his or her network time and energy in relationships that lead back to the single
contact (Burt, 1992, p. 55). In other words, constraint measures the degree to which an
individual’s contacts are connected to each other and is therefore a proxy for redundancy of
contacts. According to Hanneman (2001), constraint also measures the extent to which an ego

4 P.Chinowsky, J.Dieckmann, V.Galotti; A Social Network model of construction, Journal of Construction
Engineering and Management, Vol.134, No.10, October 1, 2008., p.806
> Ibid, p.811.
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is connected to others who are connected to one another. So if the ego has many connections
to others, who in turn have many connections to still others, the ego is quite constrained. At
organizational levels, individuals with high constraint indices are unable to conceive novel
ideas because of the redundant nature of information that is sourced from a densely connected
group of individuals. Previous research has consistently demonstrated that high-efficiency and
low-constraint indices are useful indicators of an individual’s ability to produce good ideas
(Burt, 2004), to “get ahead” in terms of job performance and promotion (Burt, 1992, 2005),
and to enjoy greater career mobility (Podolny & Baron, 1997). An individual in knowledge-
intensive work with an efficient and low-constrained network structure is thus more likely to
obtain useful knowledge from diverse and non redundant contacts, which has been linked to
improved performance.® Katzenbach and Smith (1993) pointed out that for the existence of an
effective communication is necessary to build trust among team members. Without the
existence of trust within the network, building successful teams becomes impossible. The key
to knowledge exchange is a level of trust between the members of the team. The fundamental
principle why the approach of building social networks within an organization has to be done
that way is a higher level of trust among team members, improving the exchange of
information and knowledge, which all has a positive impact on performance and higher
results.

5. IMPLICATIONS

The final set of implications applies to managers, especially those in a position to redesign
their organizations. Executives who perceive the network form as a competitive advantage for
their companies now have an explicit model to guide their redesign efforts. On the other hand,
some companies cannot or will not vertically disaggregate and completely adopt the new
form. Nevertheless, these companies desire the benefits of the network approach. Managers of
these companies need ideas for, and the means of, altering their existing organizations so as to
simulate desirable features of the dynamic network. The dynamic network form, as indicated
earlier, has appeared as a means of coping with the business environment of the seventies and
eighties. The implications for managers are clear: through a better understanding of the
informal organization, they can more successfully capture and exploit new ideas; more
efficiently disseminate information throughout the function; and more effectively understand
the working habits and activities of employees. Although senior managers in larger
organizations are often aware of the existence of informal organizational connections and
relationships, rarely, or almost never they try to understand their deeper meaning or try to
manage them. The distinction between formal and informal networks is clearly less important
in companies with few employees. Are the key individuals found in the informal networks
those who would be expected to be in key positions? If not, do these individuals understand
the organization’s expectations of their roles, and do they need coaching to fulfill them better?
Should individuals who have been unexpectedly found to be the key in the informal networks
be more integrated into the formal networks?’

% Kon Shing, Kenneth Chung, Measuring Performance of Knowledge-Intensive Workgroups Through Social
Networks, Project Management Graduate Programme, University of Sydney, Australia, Project Management
Journal, June 2009.

7 James Allen, Andrew D. James and Phil Gamlen; Formal versus informal knowledge networks in R&D: A
case study using social network analysis, Manchester Business School, University of Manchester, R&D
Management 37, 3, 2007.
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6. CONCLUSION

Using the concept of social networks for business purposes in the future will surely have a
huge impact on the development of communication channels within the organization. Future
forms will all feature some of the properties of the dynamic network form, particularly heavy
reliance on self-managed workgroups and a greater willingness to view organizational
boundaries and membership as highly flexible. There is likely to be a significant difference
between what managers presume to be occurring in terms of knowledge exchange, and what
occurs in practice. In reality, there is a significant difference between the amount of
knowledge that managers think that is exchanged between members of the organization and
those who actually are being exchanged. Studying informal networks can also reveal

structural gaps and thereby provide insight for successfully implementing formalized
networks. The answer to this challenge is the relationship between knowledge exchange and
trust. The key to high performance is the recognition by the team that the success of the team
is of primary importance and that this success is based on the individuals openly exchanging
knowledge for the benefit of the solution. Specifically, the underlying concept of this
relationship is that by achieving trust and shared values within the project network, the project
team will increase the exchange of knowledge and information, which will result in high
performance output. Through the digital communication in the workplace and its analysis,
organizations are able to recognize both; the critical and the bright spots, and consequently
access to their elimination or improvement. There are multiple benefits of using of Social
Networks as a communication tool within organization members, like; easier solving business
problems, stimulating local action, motivating new ways of work and legitimizing cross-
boundary communication.
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ABSTRACT

Intense competition in past decades, stemming from the opening of national markets and
global expansion of production, has forced companies to use all their best resources and core
skills to exploit business opportunities. Companies compete in a fast-changing environment,
where the key question is how to succeed in such an environment. The only viable answer is
to act in such a way to achieve and sustain a competitive advantage through continuous
innovation. Companies’ performance at different levels of innovation also reflects their
innovation performance at the national level. This paper’s driving research question examines
the innovation performance of companies and, based on the results, defines the main
challenges of selected countries to improve companies’ innovation abilities and performance.

Several methodologies to measure innovation abilities and performance of companies exist;
this paper is based on two of them. The first one is the European Innovation Scoreboard,
which assesses the innovation performance of selected countries using the Community
innovation Survey database. The second is based on SME Performance Review Indicators,
which measure the performance of European SMEs in different areas, including
innovativeness. These two sources represent the database for the empirical comparison of
Slovenia and Croatia. The results indicate that several differences exist between the compared
countries and that both face many challenges in developing innovation capabilities of
companies and improve policies and mechanisms supporting innovativeness to improve
companies’ innovation performance.
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1. INTRODUCTION

The main aim of the European Union established 10 years ago was to become the most
developed and competitive region in the world; however, this goal still has not been reached.
Reaching this goal requires achieving and sustaining the competitive advantages of
companies and, subsequently, of countries. However, in this context, competitive advantage is
constantly created and destroyed in a continuous process of Schumpeter’s creative
destruction. Accordingly, innovation is a condition for sustaining competitive advantages.
Therefore, companies must continuously innovate. The traditional idea that innovation is the
result of research and interaction between companies and other actors has been replaced by
the social network theory of innovation (European Commission, 2004, 5). In this sense,
knowledge plays a crucial role in fostering innovation.

However, the level of innovation in European countries is still not high enough. The current
research examined the state of innovation in companies by investigating several areas that
could provide a more holistic picture of innovation in analysed countries—namely, enablers
of innovation activities, types of innovation activities, cooperation and support for performing
innovation activities, and results of innovation activities. This paper compares two countries
that were historically part of the common state Yugoslavia: Croatia as a EU candidate and
Slovenia, who joined the EU in 2004. According to the European Innovation Scoreboard
(European Commission, 2010), Slovenia ranks among those countries that are “innovation
followers” whereas Croatia is among the “catching-up countries”.

2. CHARACTERISTICS OF INNOVATION IN COMPANIES
2.1. The need for innovation

Intense competition in past decades, open markets, and global production expansion have
forced companies to use all their best resources and key skills to exploit business
opportunities. In such circumstances, it is necessary to focus scarce resources on core
competencies that help foster innovation (Andrade, Furtado, 2006). Companies can build
appropriate competencies and complementary assets by making appropriate choices early and
selecting one of several innovation strategies (Freeman, Soete, 1997): offensive, defensive,
imitative, dependent, traditional, or opportunistic.

According to different surveys and research results, major differences in innovation levels
exist among European countries. One survey, the European Innovation Scoreboard, which
measures innovation performance among European (and other) countries, divides countries
into four groups (European Commission, 2010):

e Innovation leaders, whose innovation performance ranks well above average
(Denmark, Finland, Germany, Sweden, Switzerland, and the United Kingdom);

e Innovation followers, whose innovation performance is close to average (Austria,
Belgium, Cyprus, Estonia, France, Iceland, Ireland, the Netherlands, and Slovenia);

e Moderate innovators, whose innovation performance is below average (the Czech
Republic, Greece, Hungary, Italy, Lithuania, Malta, Norway, Poland, Portugal,
Slovakia, and Spain); and
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e Catching-up countries, whose innovation performance is well below average
(Bulgaria, Croatia, Latvia, Romania, Serbia, and Turkey).

According to these findings, a lack of innovation exists in most European countries. Although
all national economies have implemented several instruments and measures to foster
innovation in the business sector, a huge challenge for them remains in applying these
effectively and improving performance of all actors involved in national innovation systems.

2.2. Sources of innovation

A company or its environment must have access to assets and competencies that allow for the
production of new ideas and the development of new products or processes. In general, five
major sources of innovation exist for a company (Afuah, 2003, 69): (1) internal value chain
activities; (2) external value-added chain of suppliers, customers, and complementary
innovators; (3) universities, government, and private laboratories; (4) competitors and related
industries; and (5) other nations or regions. Companies in today’s environment cannot rely
only on internal sources; they have to acquire knowledge for innovation from their
environments as well (Cassiman, Veugelers, 2006; Rigby, Zook, 2002).

From external sources, companies typically acquire knowledge through licensing, outsourcing
research and development, and hiring researchers (Arora, Gambardella, 1990; Granstrand et
al., 1992). Access to external knowledge increases the effectiveness of internal research and
development. In general, companies tend to use a combination of internal and external
knowledge, although the latter is used as complementary activity (Cassiman, Veugelers,
2006). Chesbrouhg (2003) similarly argues that, although the outsourcing of research and
development for a given company is very important, monitoring and enforcing the internal
research and development to maintain and develop absorption capacity should also be
provided as this enables a company to use the acquired results of research and development,
known also as innovation capacity. Innovation capacity at the company level is the ability to
implement significant improvements and changes to existing technologies in order to create
new technologies (Albaladejo, Romijn, 2000) related to processes, products, and organization.
Innovation capacity is affected by internal and external sources, as shown in Figure 1.

Figurel.  Sources of innovation capacity.
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2.3. Results of innovation activities

In general, results of innovation activities are different products, services, and/or processes. In
the literature, the analysis and understanding of this phenomenon are quite extensive. The
literature (e.g., Stieglitz, Heine, 2007; Hill, Rothaermel, 2003; Van de Ven, 1986)
distinguishes a wide range of innovation types within a company (product/process,
radical/incremental, technological/managerial, market pull/technology push, or competence-
enhancing/competence-destroying). The adoption of an innovation includes ‘“generation,
development, and implementation of new ideas or behaviours” (Damanpour, 1991).

Innovations are mostly developed in a structured process. Veugelers and Cassiman (1999)
define the innovation process as a range of activities that have varying degrees of risk.
However, even the definition of innovation and its types varies. The three most frequently
cited typologies differentiate between administrative and technical innovation, product and
process innovation, and radical and incremental innovation (Gopalakrishnan, Damanpour,
1997). Technical innovations include products, processes, and technologies used to produce
products or services and are related to the basic activities in the company (Gopalakrishnan,
Bierly, 2001), whereas administrative innovations are related to organizational structures and
processes (Damanpour, 1996). Product innovations are products or services implemented for
the benefit of customers, while process innovations are different tools, equipment, and
expertise in manufacturing technology involved in the transformation of inputs into outputs
(Ettlie, Reza, 1992). Each of these types of innovation can be developed by the company itself
or in cooperation with other companies or institutions. Detailed definitions of concepts used
in this paper are described in a later section, along with the methodology.

2.4. The importance of supporting innovation at the national level

The government at the national level can decide whether to get involved in innovation
activities or not, with each approach impacting companies. In general, a government may
want to participate in the innovation process for several reasons (Afuah, 2003, 307), including
the nature of the knowledge underpinning innovations, the uncertainty bounded with the
innovation process, the need for complementary assets, the nature of particular technologies,
and the politics involved in many innovation-related regulations.

3. METHODOLOGY

This paper relied on the methodology and database of the Community Innovation Survey 2008
(CIS) (CIS 2008 database). Although the database has been criticized in existing literature, it
provides comprehensive insights into companies’ innovation. The database’s information
allows for a comparative assessment of the innovation performance of EU member states and
accession candidates. In 2008, the methodology was revised and combined into three
categories—enablers, firm activities, and outputs—displaying seven dimensions and 29
indicators (Hollanders, van Cruysen, 2008). The current paper used only selected data, which
were divided into four groups of indicators:

1) Enablers of innovation activities (acquisition of machinery, equipment, and software;
acquisition of external knowledge; training for innovative activities).

2) Characteristics of performing innovation activities (in-house R&D, external R&D,
market introduction of innovations, others).

108



The Ninth International Conference:* Challenges of Europe: Growth and Competitiveness— Reversing the Trends’

3) Cooperation in innovation activities (with other companies within a company’s group;
suppliers of equipment, materials, components, or software; clients or customers;
competitors or other companies in the same sector; consultants, commercial labs, or
private R&D institutions; government or public research institutions) and valuable of
these types of cooperation

4) Financial support for innovation activities (acquired from local or regional authorities,
central governments, or the European Union).

5) Results of innovation activities (companies introducing new or improved
technological innovation—products or processes; companies introducing new or
improved non-technological innovation—organisational or market).

The population of the CIS 2008 is determined by the size of the company and its principal
activity. All companies with 10 or more employees in any of the specified sectors were
included in the statistical population. The reference period of the CIS 2008 was the year 2008.
Definitions and descriptions of main indicators used in our research were summarized from
different methodologies, including the Oslo Manual (OECD, 2005) and national statistical
offices in Croatia (Croatian Bureau of Statistics, 2010) and Slovenia (Mervic, 2010).
Companies in the survey were grouped according to their innovation activities. Active
innovation companies were those that have introduced product innovation or process
innovation, those that have not yet completed or abandoned the innovation activity during the
observation period, and/or those that introduced organisational and/or marketing innovation.
Meanwhile, non-innovative companies referred to those that, during the observation period
(2006-2008), have not introduced any innovation and have had no innovation activity.
Companies that introduced innovation/innovations within each type of innovation during the
observed period were defined as innovators (product innovators, process innovators,
organisational innovators, marketing innovators).

Innovation includes new goods, services, and processes or significantly improved goods,
services, and processes. Innovation is implemented when it is introduced on the market
(product innovation) or used in the process (process innovation). An innovative company has,
during the observation period, introduced new or significantly improved products or
processes. Innovation is based on the results of new technological development, new
combinations of existing technologies, or the use of other knowledge used by the company.
Innovation should be new to the company or the market. It is not relevant whether the
innovation was developed by the company or not.

The methodology used included technological and non-technological types of innovations.
Technological innovations include:

e Product (good or service) innovation (the market introduction of a new good or
service or a significantly improved good or service with respect to its capabilities,
such as improved software, user-friendliness, components, or sub-systems).

e Process innovation (the implementation of a new or significantly improved production
process, distribution method, or support activity for goods or services).

Non-technological innovations include:

e Organisational innovation (the implementation of new business practices for
organising procedures, new methods of organising work responsibilities and decision
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making, and new methods of organising external relations with other companies or
public institutions).

e Marketing innovation (implementation of significant changes to the aesthetic design or
packaging of a good or a service, which also covers new media or techniques for
product promotion, new methods for product placement or sales channels, and new
methods of pricing goods or services).

Innovation activities include the acquisition of machinery, equipment, software, and licenses
as well as engineering and development work, training, marketing, and R&D when they are
specifically undertaken to develop and/or implement a product or process innovation. The
following types of innovation activities were observed: research and development, procedures
and technical preparations to implement new or significantly improved products and
processes that are not covered elsewhere, and activities for the market introduction of new or
significantly improved goods and services, including market research and launch advertising.
In addition, three groups of acquisitions of results of knowledge were examined—namely (1)
acquisition of advanced machinery, equipment, and computer software to produce new or
significantly improved products and processes; (2) purchase or licensing of patents and non-
patented inventions, know-how, and other types of knowledge from other companies or
organisations; and (3) training of personnel specifically for the development and/or
introduction of new or significantly improved products and processes.

4. RESULTS OF EMPIRICAL ANALYSIS

The survey on innovation engaged 7.374 companies from Croatia and 4.594 companies from
Slovenia. As Figure 2 indicates, 44,2% of companies in Croatia and 50,3% of companies in
Slovenia performed innovation activities.

Figure2.  Share of innovative and non-innovative companies in Croatia and Sovenia.
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Source: CIS 2008 database (2010); author’s own calculations.
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Compared to EU27, where 51,6% of companies (408.964 of 793.049 companies) were
involved in innovation activities, both analysed countries perform below the average. Thus, as
a starting point, the share of companies with innovation activities should be increased in the
future.

4.1. Engagement in innovation activities

Figure 3 provides an overview of innovation activities performed internally or externally by a
given company. In-house R&D activities are defined as creative work undertaken within the
company to increase the knowledge for developing new and improved products and processes

(CIS 2008 methodology, 2010).

Figure3.  Engagement in innovation activities by type of activities.
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The results indicate that more than a half of Slovenian companies with innovation activities
perform their own R&D while only 35% of Croatian companies do so. The external R&D is
defined in the same way as in-house R&D with the difference that it is performed by other
companies or organisations and purchased by a given company (CIS 2008 methodology,
2010). The purchasing of external R&D activities shows a much smaller difference between
Slovenian and Croatian companies; in both countries, approximately one quarter of
companies acquire R&D externally on the market. The third element represents activities for
the market introduction of new or improved products and services, including market research
(CIS 2008 methodology, 2010). The last element comprises other activities for implementing
improved products and processes, such as feasibility studies and testing (CIS 2008
methodology, 2010). In both countries, about one third of companies provide these two
analysed elements.
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4.2. Enablers of innovation activities

Figure 4 depicts the enablers of innovation activities in companies with innovation activities.
As enablers of innovation, the activities included all of a company’s actions and acquisitions
to acquire different equipment and knowledge in trainings from its environment. Three
indicators were defined: (1) acquisition of machinery, equipment, and software; (2)
acquisition of external knowledge; and (3) training for innovative activities.

Figure4.  Enablersof innovation activities.

80

70 67.7

60

50

40 Croatia

i Slovenia

30

20

10

acquisition of machinery, acquisition of external training for innovative activities
equipment and software knowledge

Source: CIS 2008 database (2010); author’s own calculations.

In both countries, the majority of companies acquire machinery, equipment, and software,
although in higher share do so in Croatia (67,7%) than in Slovenia (53,5%). However, only a
quarter of companies in both countries acquire external knowledge, which is one of the
important factors enabling internal innovation. Although training is used in almost half of
Croatian companies, only one third of companies in Slovenia use it. All measured indicators
occurred at a higher level in Croatian companies than in Slovenian ones. In general, this
indicates that activities undertaken by companies to enable internal innovation activity are not
used frequently enough. Acquiring external knowledge or its results is important for
companies to broaden their knowledge and improve their absorptive capacity, which enables
the application of acquired knowledge.

4.3. Cooperation in performing innovation activities
Cooperation in innovation activities may occur in different forms, and companies may
cooperate with several different types of companies and institutions. In Croatia, 30% of the

companies with innovation activities cooperated with other actors; 33% of companies in
Slovenia did so. Figure 5 summarizes the results of cooperation with seven groups of actors.
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Figure5.  Types of innovation cooperation.
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Most companies cooperate with suppliers of equipment, materials, components, or software as
well as with clients and customers. Both groups of co-operators are within the company’s
principal value-chain. However, all other types of cooperation occur at a much lower level.

The least cooperating companies cooperate with government or public research institutes and

universities. These results coincide with a low level of technology transfer from universities
to the business sector. They further indicate that the triple helix is still not a practice in any of

the compared countries.

The most valuable type of innovation cooperation is shown in Figure 6. In accordance with
previous findings, cooperation with government or public research institutes as well as with

universities was the least valuable, while cooperation with suppliers of equipment, materials,

components, or software was the most valuable one.

Figure6.  The most valuable types of innovation cooperation.
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4.4. Financial support for innovation activities

The majority of national or local governments provide some form of financial support for
companies’ innovation activities. Figure 7 provides results from the analysis of financial
support provided by three groups of actors—namely, local or regional authorities, central or
national government, and the European Union. Croatian companies received more support
from local, regional, or central government than Slovenian ones. Slovenian companies
received significantly more support from the European Union than Croatian companies due to
the fact that Croatia is still an EU candidate country and is not entitled to as many financial
support schemes or incentives as Slovenia (an EU country). Therefore, this indicator will be
appropriate for comparison only after Croatia joins the European Union.

Figure7.  Companiesreceiving financial support for innovation activities.
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Both compared countries face many challenges regarding innovation policy and innovation
support. Croatia’s main innovation policy challenges are providing access to capital for
innovation projects, stimulating R&D expenditures, and facilitating intellectual property
protection (European Commission, 2009a). Slovenia’s main policy challenges are stimulating
R&D investments, ensuring the transparency of innovation support institutions, and
increasing innovation activities in particular groups of companies—namely, small companies
(European Commission, 2009b). Innovation challenges facing both countries are comparable
to supporting R&D, because too many companies rely on suppliers’ innovations and
improvements while the companies lack internal R&D. R&D comprises creative and
systematic work intended to increase knowledge of human beings, culture, and society. The
use of this knowledge for the development of new applications relates to three activities: basic
research, applied research, and experimental development. The primary aim is not to develop
new or improved products or processes, but rather new knowledge that is still not sellable.
This is one of important reasons why companies do not perform R&D, as it represents only
sunk costs that concentrate primarily on innovation activities.
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4.5. Results of innovation activities

Innovation activities give rise to innovations. Research groups innovations into product
innovations new to the company or new to the market, organisational innovations, and market
innovations. Figure 8 presents shares of companies with different types of innovation in

Croatia and Slovenia.

Figure8.  Companieswith different types of innovation.

50,0
43,5

425 44—

45,0

40,0
35,0
30,0
25,0
20,0
15,0
10,0

5,0

0,0

companies with
organisational
innovation

M Croatia

i Slovenia

companies with companies with companies with
market innovation product innovation product innovation
new to the market new to the company

Source: CIS 2008 database (2010); author’s own calculations.

The results show that between companies there are several differences by a type of

innovation. Most Slovenian companies provided product innovation new to the company

(41,5%) and the least product innovation new to the market (35%). In Croatia, the majority of

companies provided organisational innovation (43,5%) and the least product innovation new
to the market (28,1%). However, Slovenian companies provided more product innovation
than Croatian companies while Croatian companies provided more organisational and market
innovations than Slovenian ones. The most important and relevant innovations for customers
are product innovations new to the market, which also have the highest level of risk;
therefore, it is expected to be at the lowest level in both countries.
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5. CONCLUSIONS

This paper sought to contribute to the understanding of innovation in two countries, Croatia
and Slovenia. Empirical findings indicated that innovation performance is still not at a level
that would provide a sustainable competitive advantage. The five determinants investigated
were enablers of innovation activities, characteristics of performing innovation activities,
cooperation of performing innovation activities, financial support for innovation activities,
and results of innovation activities. Based on the analysis of these five areas, the most
important issues for both countries are as follows:

e Only a third of Croatian companies provide internal R&D while a half of Slovenia
companies do.

e The acquisition of various types of knowledge is better in Croatian companies than in
Slovenian companies, particularly in terms of training and equipment acquisition.

e Innovation cooperation with different actors in a company’s environment is higher in
Slovenian companies than in Croatian companies; nevertheless, only approximately
one third of them cooperate. Companies in both countries mostly cooperate with
suppliers, clients, and customers. The level of cooperation with universities and
government is very low.

e Croatian companies exploit financial support from the government more successfully
than Slovenian companies.

e Comparing the innovations as results of innovation activities, Croatian companies
provide more organisational and market innovations than Slovenian ones. On the other
hand, Slovenian companies provide more product innovation (new to the company and
to the market).

Such results underscore some important implications for innovation policy. The basic
challenge is how to engage more companies in performing innovation activities and how to
motivate them to engage in more internal innovation activities and R&D. As the level of
cooperation is relatively low, policymakers should find mechanisms that would enable and
support cooperation and at the same time prevent companies from possible opportunistic
behaviour (Rebernik, Brada¢ 2006). Currently, only one third of companies cooperate in
performing innovation activities, mostly with suppliers and customers. To acquire new
knowledge, companies should cooperate with universities and research institutions more—not
only because they have a lot of knowledge, but also because in the two countries compared
this knowledge is created by public funding and should be more efficiently exploited. In both
Croatia and Slovenia, technology transfer is at a very low level, and appropriate transfer
routines should be created. This cooperation between the business and ‘“‘science” sector
represents the next challenge for policymakers in Croatia and Slovenia seeking to set effective
measures to foster such creative cooperation.
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ABSTRACT

The paper starts with an introspect of our basic analysis recently presented showing how
transition progress can alter growth models during transition. We demonstrate that reforming
process affects growth patterns along transition path and that there is no unique model that
should be followed by transition economies. Although some analyses state that transition is
ending in the countries that accessed the EU it is evident that even their growth is severely
affected by the world economic crisis and moreover, that impact of the crisis is rather specific
when compared with developed market economies. In analysing pooled panel regressions we
find at least two important break points in reforming process that have urged for a growth
model change. Our analysis can also better explain why some of the recent disputes insist on a
new growth model for transition countries. For that reason we have augmented our primary
specification with some typical variables connected with the recent discussion on the
necessity of growth model change in transition countries. This extended analysis did not
change and even has strengthened our initial findings. The analysis conducted shows that in
the middle of transition there are obvious signs which suggest growth model change and also
that a considerable period of time for the change was missed. Finally, using the results of our
analyses we try to examine what were the right choices in the economies of Croatia and
Serbia and find out that they basically have followed a common transition model based on
reforms and their spontaneous outcomes regarding growth that proved unsustainable during
the crisis.
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1. INTRODUCTION

The basic economic objective of transition reforms was to improve performance of the former
so called socialist and/or communist economies. It was thought that a fast reforming process
based upon a market economy model would enhance efficiency and would drive economies in
question to the road of a relatively fast growth and to catching up the developed market
economies. However, the reality proved to be much more complicated. Transition recession
and the subsequent recovery appeared to be slower than it had been predicted. The recent
global crisis that emerged in 2008 has turned again attention to transition economies since
many of them appeared exceptionally vulnerable after the crisis shocks. This was the reason
why a dominant issue in analysing performance of transition economies has become a search
for a new model of growth and even a new set of reforms (Berglof, 2010).

The authors of this paper analyse growth problems under transition already for several years
within a broader project. Some of our results are summarised in our recent paper (Cerovic and
Nojkovic, 2009) which analyses the relationship between growth and initial conditions,
macroeconomic stability and transition progress and further on, the behaviour of transition
economies during around two decades of reforming processes as compared with standard long
run growth models. We claimed that transition progress itself could not be taken as a primary
force in improving economic performances. Moreover, it was dependent on initial conditions
of each country as it was the growth rate itself. Since the analysis was basically supported by
simple regression models for the entire set of transition economies in several points of time
we have introduced a pooled panel analyses that did not change much of our findings but has
identified certain break points related to the level of reforms implementation that alter growth
models under transition (Nojkovic and Cerovic, 2010). The principal outcome of the analysis
is that after the first wave of reforms there is a need for a new growth model that should be
specified in each country since the reforms cease to be a significant factor of growth in that
phase of transition'.

In this paper we shall briefly re-present our analyses concerning reform related breaks and
corresponding growth models and shall augment our research with several additional
variables in order to better identify what type of growth model is dominant at different levels
of transition progress. Using these results we shall try to analyse the growth history of the two
Western Balkans countries — Croatia and Serbia — and shall try to identify what was missed in
their policies and why they do relatively poorly perform in the present days.

The paper is organised in six sections. After an introductory note, we present our basic
empirical findings regarding growth pattern change during transition. In the next section we
extend our model introducing some new variables typically mentioned in discussions on the
necessity of a new growth model for transition economies and amplify our analysis. The data
that cover the period of global economic crisis are subsequently included so that the impact of
crisis could be identified and studied. According to the results obtained we examine the
experience of two Western Balkans countries — Croatia and Serbia — trying to apply our
results to their case. Finally, we summarise our findings within concluding remarks.

! Both analyses, parts of which were presented during several conferences, have raised a vivid discussion which
proved helpful for our further work. Therefore, we use this opportunity to thank all the participants that took part
in commenting our papers during the conferences held in Bol, Croatia, in May 2009 (University of Split,
Challnges of Europe), Tartu, Estonia, in August 2010 (11™ EACES bi-annual conference) and Belgrade, Serbia,
in December 2010 (Scientific Society of Economists of Serbia, Conference on Economic Policiesin 2011).
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2. REFORMS, INITIAL CONDITIONSAND POLICIES:
BASIC EMPIRICAL FINDINGS

Literature on growth under transition is pretty specific. Since the primary objective of the
entire reforming process was to enhance efficiency and economic performance the primary
attention was directed towards explaining how reforms could add to growth. Although
transition recession was anticipated it was claimed that faster reformers would more rapidly
pass through recession and moreover, that fast reforms could diminish effects that adverse
inherited initial conditions might produce. After less than a decade of transition reforms it was
remarked that some of these claims were overstated. It appeared that the speed of reforms and
the level of reforms were frequently mixed up, that the legacy of previous system as well as
geographical and historical (therefore unchangeable) factors may affect both reforms and
growth and that institutions could be of principal importance (see Godoy and Stiglitz, 2007
for a good survey of literature regarding the issues mentioned as well as for interesting and
refined results; see also Mickiewicz, 2010, Chapter 6). Finally, it was remarked that some of
the factors mentioned change their impact on growth over time (Falcetti et al., 2005; Fidrmuc
and Tichit, 2007; Dragutinovic-Mitrovic and Ivancev, 2010) and how some of variables could
produce confusing results (Babetskii and Campos, 2007).

In trying to identify what could be the role of reforms, initial conditions and macroeconomic
stabilisation in supporting growth and what effects could be expected of these factors in the
contribution previously mentioned (Nojkovic and Cerovic, 2010) we used a pooled panel
specification to estimate growth for 25 countries between 1989 and 2007 (as well as between
1989 and 2009) and run regressions with annual data. We estimated the following baseline
model:

GR (= f (inflation; .1, initial conditions;, reformindex; 1), (1)

The dependent variable GR ¢ is the growth rate in country i in the year t. The explanatory
variables include: (a) inflation rate of a country i as a measure for macroeconomic
stabilisation represented by the logarithm of CPI inflation rate lagged by one year to allow for
some delay in the effects of stabilisation on growth; (b) initial conditions that are presented by
two first principal components — IC1 and 1C2 — that result from common factor analysis in a
form of composite indices that are constructed after a list of 15 variables for initial conditions
as used by de Melo (2001) and explain over 75 per cent of the variance of all variables
analysed; (c) reform index as a measure for transition advancement of a country i lagged by
one year (allowing again for some delayed effects of reforms on growth) that is represented
by averages of the nine EBRD indices for transition progress.

By using the presented model, our principal objective was to explore how and to what extent
transition reforms, macroeconomic stabilisation and initial (that is, inherited and therefore
unchangeable) conditions affected growth rates of transition economies under the specified
model; and further on, whether the patterns of growth in transition economies could change
with respect to different stages in reform progress. The method we used should identify
structural breaks at a priori unknown points in growth regressions estimated with available

? In the paper quoted we used three different reform indices: firstly, those that capture all the reforms measured
by the EBRD; secondly, those that comprise indices for liberalisation and privatisation and finally, those that
take into account deeper and more institutionally oriented reforms (restructuring, competition policy, finance and
infrastructure). However, in this paper we shall present only the results that are based on the reform index for
overall reforms i.e. on the average of all nine EBRD indicators.
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data for 25 countries in the periods observed. The only prior assumption was that the breaks
occur in relation to attained progress in establishing a desired market economy model. For
identifying structural breaks in our model, we used modified Chow test in order to find
unknown structural breakpoint in the sample for a specified equation”.

The results for the period observed (1989-2007) are summarised in the Table 1. The testing
procedure indicates that there are two structural breaks significant at the 5% level. These
breaks occur at the EBRD indices average of 2.33 (or 2+) and at 2.81 (or >3-) or, if presented
on a percentage point scale 0-100 (instead of the EBRD scale from 1 to 4.33 or 4+), at the
level 44.33% and 60.33% regarding the entire transition reforms package completion.
Moreover, as presented in Table 1 below, the pattern of growth differs over the three periods
defined and observed.

Table 1. Structural breaks in the growth model with overall reform index (Sample: 1989-2007)
Two break-points: 2.33 (39.9%) and 2.81 (54.3%)

A Index range (Min; 2.33) (2.33;2.81) (2.81; Max)

Full sample (A1) (A2) (A3) (A4)
Intercept -9.814 *** | (2.196) 18373+ | (3.023)| 18546 (12.172) 0.264 411
Inflation (log, lagged) M 2950 = | 0572) [ 5163 *** | (0.793)[ -4.554 === | (1.110)[  -0.862 * (0.481)
ICl1 M 2315 | 0352) [ 2.080 **+ | 0.784)[ 2349 ** | (1.100) [  1.875 *=* | (0.245)
1C2 M c1sda = | 0s3) [ -1476 0.981) [ -1.554 (1500 [ 0127 (0.361)
Reform index (lagged) " 6335 % | (0.620) [ 15111 %% | (1.492) -3.651 @782) [ 2069 ** | (0.696)
R? [0.444 0.417 0.202 0.276
F-stat (prob) 36.904 (0.000) |29.689 (0.000) [3.554 (0.012) [17.654 0.000
N 441 171 61 190

Note: Standard errors are in parentheses. Significant levels are indicated as 1% (***), 5% (**) and 10% (*).

Looking at the Table 1 we may distinguish the following principal results. The first column in
Table 1 (panel A1) reports the regression results obtained for a full sample. As said before we
have identified two structural breaks: (a) when the value of the reform index equals 2.33 and
another one at 2.81 finding our growth model to be unstable. In other words, observations
follow three different models of growth — the resulting regressions are reported in columns
A2, A3 and A4. The first and the third regressions collect 171 and 190 observations,
respectively. The second regression collects relatively few observations that is, 61 because the
average EBRD index narrows the range. Nonetheless, it is important to point out that the
effect of the reforms is high and significant in the first regression (reform index below 2.33)
and again in the third regression (reform index above 2.81) though the impact of reforms
diminishes considerably after the second break point. In contrast to these findings the reform

index appears to be insignificant in the second regression (reform index ranges from 2.33 and
2.81).

On the other hand, the impact of the inherited that is, unchangeable initial conditions —
despite probable reforming enthusiasm of policymakers — remains significant (at least the first
principal component) in all the three regressions estimated. Finally, one may easily remark
that inflation depresses growth significantly in all sub-samples of our data set (negative sign),
with a relatively weaker effect in the third regression.

* The approach is known as Quandt-Andrews test, which tests whether there is a structural change in all of the
original equation parameters (see Andrews, 1993; and Hansen, 1997). The extension of this test to more than one
unknown break point is developed by Bai (1997) and Bai and Perron (1998, 2003).
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Our intuitive explanation of the results obtained was the following. After the first reforming
achievements that appeared to be favourable regarding growth (as it was found in the first
analyses in the mid-nineties’) there comes a period when macroeconomic stability and
inherited circumstances become vital for further development of transition economies while
reforms cease to be a driving force for economic growth. In other words, each transition
economy in approaching the mid-level of reforming process needs a specific growth strategy
that will be predominantly based on local circumstances (inherited conditions) and
macroeconomic stability. In contrast, if they stay within a growth model that is predominantly
based upon the reforming process and subsequent, spontaneous developments their growth
could appear unsustainable and/or unstable.

The latter conclusion was particularly strengthened when we tried to prolong the period
observed for another two years (2008-09). In some specifications and particularly in those
when we used reform index for deeper reforms (that included firms restructuring, competition
policies, finance institutions and infrastructure reforms) instead of the overall one, we got a
surprising result that was pointing at reforms as an adverse factor of growth (negative sign) in
the last panel with the most advanced countries regarding reforms.” Undoubtedly, this result
expressed some of turbulences caused by the global crisis and we commented it (again
intuitively) to be a sign of inappropriately chosen growth models, which were based primarily
on the reforming process and its spontaneous effects on growth.

3. GROWTH PATTERN TRANSFORMATIONS:
EMPIRICAL EVIDENCE

In order to check whether our intuitive explanations hold we have extended our specification
(1). We have firstly extracted 1C2 since it appeared insignificant across the three growth
models defined but introduced two other variables that include typical and frequently
mentioned issues in discussions on the necessity of a new growth model for transition
economies. The two added variables are the share of industrial output in the GDP that should
represent a type of structural changes within these economies and trade balance relative to
GDP that should indicate whether a country is more or less export oriented. The period
observed stays almost the same as in the specification (1) covering period from 1991 to 2007
(this slight shortening of the period is due to the lack of necessary data for 1989-90). The
number of economies remains identical to the previous analysis that is, 25. Our new baseline
model is defined by the following specification:

GRi; =f (inflationi .1, IC1;, reformindex;.i industry i, trade balance;) )

Explanatory variables include: (a) inflation rate as defined in the model (1); (b) IC1 as
defined in the model (1); (c) reformindex as defined in the model (1); (d) industry is a share
of the industrial sector output in the GDP of a country i; (e) trade balance is the ratio of a
difference between imports and exports to the GDP of a country i.° We follow the same
methodology as in the baseline model (1) trying to identify unknown breaks related to
transition progress.

* See de Melo et al. 1996; Sachs, 1996; Fischer et al. 1996; Selowski and Martin, 1997 etc.

> For details, see: Nojkovic and Cerovic, 2010, pp. 7-10.

6 All data except for the IC1 are taken from the EBRD (2011) whereas the variable trade deficit is computed
using the data from the same source but the GDP was defined as GDP per capita multiplied by population
figure.
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The results obtained were pretty similar to those obtained from specification (1). Firstly, we
have identified again the two break points though within a somewhat broader range when
compared with the points found in specification (1) but still covering the mid-phase of
reforming process. New breaks emerge at the level of the reform index of 2.25 and 2.96 in
terms of averaged EBRD indices values or 41.67% and 65.33% of total reforms completion in
percentage points. All other results are presented in the Table 2.

Table 2. Structural breaks in the growth model with overall reformindex (Sample: 1991-2007)
Two break-points: 2.25 (37.5%) and 2.96 (58.8%)

A: Index range (Min; 2.25) (2.25;2.96) (2.96; M ax)

Full sample (A1) (A2) (A3) (A4)
Intercept -0.89 (2.381) 13557 ** | (9.553)|  -1.828 (7.638) 0.795 (3.124)
Inflation (log, lagged) C 4113 %0 | 0490) [ -6.580 **+ | (1.501) [  -4.666 *** | 0.772)[  -0.119 (0.540)
ICl T 1704 %0 | 0342) [ 3208 *xx [ (1310)[ 1146 ** | (0.495) [  2.054 *** | (0.298)
Reform index (lagged) 2336 *** | (0.586) |  12.820 *** |(4.128)  3.229 a1y [ 1939 * | (0.854)
Industry M 3537 0042 [ 0083 0.135)[ 0150 ** | ©07) [  -0.026 (0.051)
Trade balance r 0032 ©.024) [ -0.042 0037 [ 0074 #* | (©0.038) [  -0.031 (0.035)
R? 0.4206 0.527 0.369 0351
F-stat (prob) 54.1626 (0.000) [22.285 (0.000) |14.715 (0.000) | 14.624 (0.000)
N 379 106 132 141

Note: Standard errors are in parentheses. Significant levels are indicated as 1% (***), 5% (**) and 10% (*).

Looking at the results we may realise (even in a more comprehensive way than before) how
the one only model of growth that covers the entire period observed can be misleading (Al).
It mixes up quite different growth patterns that emerge during the reforming process or more
precisely, it mixes data from different models of growth. It is also remarkable that the
regression for the entire sample (and period, panel Al) points out the three only significant
factors that affect growth rate — inflation, initial conditions and reform index, just as in our
specification (1). Moreover, the results contain a specific caveat that is in line with our
intuitive reasoning: a structural issue like the share of industrial sector in country’s output is
insignificant that is, irrelevant for growth as it is the trade balance of a country. In other
words, this clearly suggests that neither industrial policy nor development strategy is needed
for transition economies, which was eventually found as a wrong proposition during the
crisis.

However, looking at the panels (A2), (A3) and (A4) we may realise that the impact of various
factors evidently variesin different periods of transition. The results are fairly similar to those
obtained in our analysis of the specification (1). In the first period (EBRD index below 2.25;
panel A2) inflation, initial conditions and reforms are highly significant. Expectedly, inflation
strongly depresses while reforms do firmly support growth (relatively high corresponding
coefficients). The absence of any significant effect related to industrial output share and trade
balance could be understood as a result of initial restructuring of the economies observed.

Between the two breaks (2.25 < EBRD index > 2.96; panel A3) the pattern of growth
considerably changes. As in the specification (1) reforms become insignificant while initial
condition continue to affect growth. Macroeconomic stability as represented by a low
inflation rate remains important (still with a high coefficient) and smaller trade deficits (or
higher surpluses) related to the GDP appear to be an important and positive factor of growth.
An essential new development is that the share of industrial output becomes significant and
positively affects growth rates. In our view this fact could be understood in a broader sense as
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if it emphasises the importance of tradable goods production which can be vital when a newly
opened economy enters foreign markets.

The results presented contain an important message for further developments. It appears that
the new growth pattern set up in the middle of the reforming process — that is based upon the
results in international trade, industrial output, continued disinflation policies and/or
macroeconomic stabilisation and yet affected by initial and inherited conditions specific for
each country — undoubtedly requires a new policy approach. It seems self-evident that in this
phase of transition reforms a new development policy and a suitable growth strategy for each
country should be promoted.

However, this kind of reasoning was pretty neglected in transition schemes as were the
changes in development patterns which occur within transition economies. It was broadly
believed that spontaneous development driven by market oriented reforms should be
sufficient and should lead these countries toward a desirable track of economic performance.
The results of our last panel that includes more advanced reformers (EBRD index above 2.96;
panel A4) show that in general they did not establish any specific growth strategies. The only
significant growth factors are reform index adding to growth remarkably less than before (low
coefficient) and non-expectedly, initial conditions with an increased effect (higher coefficient
than in the preceding period). Inflation rate is non-significant though this could result from
relatively low inflation rates and little differences across the sample. However, structural
variable — industrial output share — and balance in international trade become insignificant
and/or unimportant regarding growth. Moreover, the fact that the two variables have negative
sign indicates a surprising outcome: higher industrial output share could be unfavourable for
growth while import oriented trade might be encouraging.

These results resemble to a synthesised picture of a growth model — so frequently, though
lately criticised during the global crisis — that is based upon imports, local consumption
increase and correspondingly, on foreign savings inflows followed by a structural switch
towards non-tradable services predominantly oriented at local markets (finance, retail,
telecommunications and alike). In fact, such an outcome is not that unexpected but has been
blurred by one-sided recommendations on transition speed, market forces and their optimising
power. This was probably why the disappointing effects of such a model have been
recognised lately that is, during the global crisis.

4. THE EFFECTSOF GLOBAL ECONOMIC CRISIS
In order to capture the effects of global crisis we have extended the period observed to 2009.

Using again our specification (2) we wondered what could be changed in our findings when
the critical period of 2008-09 came under consideration. The results are presented in Table 3.
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Table 3. Sructural breaksin the growth model with overall reformindex (Sample: 1991-2009)
Two break-points: 2.33 (39.9 %) and 2.92 (57.6%)

A Index range (Min; 2.33) (2.33;2.92) (2.92; Max)
Full sample (A1) (A2) (A3) (A4)

Intercept 2.441 (2.448) 11444 ¢ | (5414 2382 (8.965) 13.383 *** | (4.528)
Inflation (log, lagged) 4732 %% | (0520) [ -6.434 *** | (0.891) [ -4.574 *++ | 0.840) [  -2.862 *** | (0.903)
IC1 2.004 *** | (0.353) 3.049 *** | (0.832) [ 1303 ** [ (0557 [  0.796 * (0.424)
Reform index (lagged) 2011 *** | (0599) [  11.662 *** |(1.946)[ 3185 (3.025 [ -3862 % | (1.253)
Industry 0.045 0.044) [ 0.064 0.083) [ 0163 ** | 0.077)[ 0234 *** | (0.073)
Trade balance 0.014 (0.024) -0.033 0.040) [ 0.053 0.040) [ -0.100 ** | (0.041)
R? 0.335 0.519 0.353 0.153

F-stat (verovatnoca) " 41.083 (0.000) | 23.553 (0.000) | 11.797 (0.000) | 6.4737 (0.000)
N 414 115 114 185

Note: Standard errors are in parentheses. Significant levels are indicated as 1% (***), 5% (**) and 10% (*).

It is easy to conclude that the results obtained do not much differ when compared with those
from Table 2 except for the panel (A4). Again, we find the two break points which are very
close to those identified before (the range is only slightly narrowed: 2.33 — 2.92) and only in
the panel (A3) we get trade balance variable outside the confidence interval but with an
expected sign.

On the other hand, the panel (A4) exhibits numerous alterations in regard to the growth
pattern that was applicable until 2007. These changes have been dominantly influenced by the
crisis.” It is important to point out that all variables from our specification (2) proved
significant for the first time in our analyses but the impact of some variables has switched in
an unexpected way.

Firstly, the reform index appears negative indicating that the most advanced economies in
terms of reforms have suffered more concerning their growth. Moreover, the coefficient
associated with the reform variable is twice as high as the corresponding (but positive) one
from Table 2. This means that over-accelerated reforms that could have some positive impact
in “normal” times were paid by rather high growth losses during the crisis.

Secondly, the growth rates in countries with higher industrial output shares appear to be more
resistant under the crisis, which points at the importance of neglected industrial policy for
transition economies. Further on, there is again a significant impact of disinflation policies
and/or stable economic environment within a country that was missing in the reigning pattern
until 2007.

Finally, there is a somewhat confusing result regarding trade balance indicating that countries
with higher deficits (and/or lower surpluses) will have higher growth rates. However, this can
be attributed to contractions of global aggregate demand that strike harder more exporting
countries. Nonetheless, this can be also an effect of export and import structure, trade partners
and overall openness of the countries with higher ratio of trade deficit to GDP which deserves
a further study.

7 The panel (A4) of Table 3 captures more units of observation than in Table 2. This means that more countries
have entered the sample provided they have passed the reform index of 2.92. Thus, their specific data could also
change the result obtained. However, this change in the sample predominantly happens over the period 2008-09
indicating that the crisis effects are primarily responsible for the resulting pattern of growth.
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At last one may remark that initial conditions still affect growth but for the first time their
significance and impact are decreasing over time which is in line with the first predictions of
transition analysts though under very specific and unpredicted conditions.

After the analyses conducted we may conclude that growth policies that predominantly rely
on spontaneous effects of transition reforms themselves seem to be misleading. Moreover,
they can deepen negative effects of external shocks in transition economies. Our analyses
show that reforms do remarkably support economic growth, together with macroeconomic
stabilisation, but primarily during the initial period of reform implementation. However, our
further analyses, when translated from the cold logic of figures into common economic terms,
do suggest an essential need of a country in the middle of transition to design and pursue its
own development policy and a suitable growth strategy particularly in regard to its inherited
conditions. These policies should comprise macro stabilisation and be followed by a
corresponding industrial policy that would influence production, foreign trade and growth in a
longer term. When this is missing the country will become extremely vulnerable if faced with
economic turbulences and will suffer high costs in terms of lost growth.

5. CROATIA AND SERBIA: A COMPARATIVE VIEW

Following our empirical findings we shall try to apply our results to the two Western Balkans
countries — Croatia and Serbia — and find out whether some of the factors identified could
explain their unsatisfactory economic performance in recent years (particularly after the
global crisis has emerged), which raised a notable public discontent. The issue could be
particularly interesting since the two countries differ by their transition start and reforming
progress achieved but still can exhibit similar approach regarding the growth models they
employed.

Firstly, we define the period when the two countries have reached break points detected in the
analyses of our baseline models. According to the specifications (1) and (2) the first reforms
related break emerged in Croatia during 1994 while the second break was reached in the year
1996 but the period could be prolonged for specification (2) until 1998 due to a negligible
increase of its reform index. The Serbian economy, after a decisive political change in
October 2000, reached the first break in 2002 according to both specifications while came to
the second point in 2008 according to the baseline model (1) and was just below the second
break from the specification (2) by the end of 2009. In Table 4 we present some relevant data
for both countries. The data for the middle phase of reforms are lightly shaded whereas those
from pre-reform period are darker shaded for better orientation®.

¥ Note that transition policies were re-established in Serbia (after the year 1990) at the end of 2000.
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Table 4. Transition and policy indicators for Croatia and Serbia (1989-2009)

CROATIA SERBIA
EBRD TB/GDP Inflation i TB/GDP
1555556 ‘ ‘ 1.51889

Inflation

1.3
100 | 71| 6095 | 6.4126 | 1666667 azor09 | 79 | liexoo| |

1991 -21.1 123 | 4.8122 | 1.777778 -3.21733 -11.6 1.63000

1992 -11.7 665.5 | 6.5005 | 1.925556 -3.18826 -27.9 ‘ 1.66667

1993 -8.0 1517.5 | 7.3248 | 2.147778 -6.93938 -30.8 ‘ 1.66667

1994 519 97.6 | 4.5809 | 2.593333 -8.69384 2.5 1.1939225 ‘ 1.44444

1995 6.8 2 | 0.6931 | 2.704444 21.46 | -14.5898 6.1 4.3643717 ‘ 1.44444

1996 5.8 3.5 | 1.2528 | 2.963333 20.2 | -14.9053 7.8 4.5464514 ‘ 1.44444

1997 6.8 3.6 | 1.2809 | 3.036667 20.39 | -22.7689 10.1 2.9069011 ‘ 1.48222  26.000

1998 2.1 5.7 | 1.7405 | 3.036667 19.21 -16.11 1.9 3.4011974 ‘ 1.44444  26.100

1999 -1.5 4 | 1.3863 3.11 19.4 | -14.2832 -18 3.7160081 ‘ 1.44444  25.500

2000 3.0 4.6 | 1.5261 | 3.183333 19.62 | -14.9755 5.2 70 | 4.2484952 | 1.48111 | 28.000 -22.598
2001 3.8 3.8 1.335 | 3.221111 19.05 | -17.8946 5.1 91.8 | 45196123 | 1.85222 | 30.000 -20.243
2002 5.4 1.7 | 0.5306 | 3.296667 18.34 | -21.3442 4.5 19.5 | 2.9704145 | 2.33333 | 24.253 -21.293
2003 5.0 1.8 | 0.5878 3.37 18.01 | -23.3468 2.4 11.7 | 2.4595888 | 2.40667 | 23.199 -20.388
2004 4.2 2.1 | 0.7419 | 3.443333 18.55 | -20.5097 9.3 10.1 | 2.3125354 | 2.44333 | 22.768 -27.424
2005 4.2 3.3 | 1.1939 | 3.443333 17.89 | -21.0218 5.6 16.5 | 2.8033604 | 2.59222 | 21.809 -21.064
2006 4.7 3.2 | 1.1632 3.48 17.7 | -21.3818 5.2 127 2.541602 | 2.70444 | 21.827 -21.152
2007 55 2.9 | 1.0647 | 3.517778 17.59 | -22.0635 6.9 6.5 | 1.8718022 | 2.74111 | 21.389 -22.575
2008 24 6.1 | 1.8083 | 3.517778 17.5 | -23.0137 55 12.4 | 2.5176965 | 2.85556 | 20.732 -23.04
2009 -5.8 25 | 0.9163 | 3.554444 16.7 -16.297 -3.1 8.1 | 2.0918641 | 2.88889 | 18.598 -15.493

Source: EBRD, 2011 and authors’ calculations

Studying the data presented one may remark that both countries exhibit many similar features
vis-a-vis variables studied in our previous analyses. However, similar moves of these
indicators are also well known from other transition schemes. In general, both countries have
followed recommended patterns relying upon spontaneous effects of reforms and demonstrate
no remarkable changes in growth patterns all over the reforming process.

In the middle phase of reforms Croatia exhibited rising inflation (after sharp disinflation in
1995), trade deficit relative to GDP was increasing (until 1999) and the share of industrial
output was decreasing (until 1998). All these indicators moved contrary to the growth pattern
identified in Table 2, panel (A3). A positive switch in trade balance was apparently a
temporary phenomenon rather than an establishment of a new policy (after the year 2000
trade deficit to GDP ratio was steadily increasing). On the other hand reform index was
increasing but — as have been explained above — it should have no significant effect on growth
in that phase of reforming process..

In the following period it is remarkable that reform index (EBRD average) was moderately
developing which is in line with the model from Table 2, panel (A4). The other indicators,
which looked as irrelevant for growth in the panel, moved in the following way: inflation was
kept at a relatively low level (below 4% in the period 2001-07) but industrial output share was
steadily decreasing and trade deficit to GDP ratio increasing all over the period until 2007
(particularly from 2000 onwards, except for 2004). This is a sign of no specific development
policy and is pointing at an unfavourable outcome that will become evident in later years.
Actually, this kind of policy indicates harder effects under the global crisis when compared
with the growth pattern detected in Table 3, panel (A4).
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Regarding Serbian case it is remarkable that after a bright re-start of reforms in 2001-02 and
disinflation in 2001-04 in the initial phase of renewed transition — that corresponds to the
pattern from Table 2, panel (A2) — there were less favourable developments. Firstly, Serbian
economy exhibited a variable but predominantly high, two-digit inflation rate; secondly,
industrial output share was persistently declining and finally, trade deficit to GDP ratio was
high with an increasing tendency. Similarly to Croatian experience there were no signs of any
specific policy or change in the growth pattern that could meet the identified growth
requirements at this stage of reforms. On the other hand, the reform index was rising but
surprisingly slowly which prolonged this mid-reform period in Serbia even until 2009-10.

The depicted performance and economic practices of the two countries have produced fairly
predictable reaction to the impact of global crisis. Examining these reactions in light of the
findings presented in Table 3, panel (A4), we may confirm that Croatia as a faster reformer
and a country with smaller share of industrial output suffered harder decline in growth rates.
On the other hand, Serbian growth decline was somewhat smaller in line with poorer
transition progress and higher industrial share in country’s output but was additionally
deepened due to higher inflation (trade deficits to GDP ratio of the two countries were
approximately equal). Hence, both outcomes stay in full correspondence with the growth
patterns detected throughout our analyses and in particular when effects of the crisis were
included.

Naturally, there can be many other factors that have added to the present state of the two
economies but stayed outside our analysis. However, the principal objective of our work was
to draw attention to the fact that inappropriate growth patterns or no specified policies in
regard to development and growth in a transition economy could produce upsetting effects
and unstable economic structure. From that standpoint the example of the two neighbouring
countries may only confirm how transition economies or at least their major part, were
omitting a proper time for policy change and reform adjustments to their own specific
conditions. Consequently, this may explain why overall results of transition were poorer than
expected in terms of economic performance and why a search for a new growth model has
suddenly emerged during the crisis.

6. CONCLUSIONS

In the analyses conducted it was found that development of transition economies cannot be
founded on one and unique model of growth. At the various levels of reforming process the
corresponding pattern of growth differs and needs policy adjustments. Definitely it cannot
exclusively and/or predominantly rely on fast reforms implementation and its spontaneous
effects. Moreover, it was demonstrated that a model of growth for the entire period of
transition, even when statistically could seem significant, might be misleading since it mixes
up data from different growth patterns.

By identifying and analysing reforms related breaks it was shown that a particularly appealing
period for policy adjustment emerges at the medium level of transition completion. At this
stage the inherited conditions and policy variables overpower the initial positive impact on
growth that reforms could provide. Consequently, a comprehensive analysis of policy choices
should be recommended and new development policies and proper industrial policy need to
be designed. These policies should certainly be in accordance with local circumstances thus,
positively affecting production, trade and growth in a longer run.
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When data that comprise the global crisis period were included in the analysis it appeared that
many important factors of growth were neglected in previously reigning transition policies.
This can explain why the idea about the necessity of a new growth model and even new
reforms for transition economies has emerged only recently but also points at the time missed
for proper action and subsequent costs in terms of growth losses and suppressed prospects for
transition economies.

Finally, studying examples of Croatia and Serbia it was shown that both countries failed to
establish their own development policies and were following only the accustomed patterns
albeit broadly recommended ones for transition countries. Moreover, it was shown that the
consequences of the global crisis in the two countries were highly correspondent with the
analyses conducted and therefore predictable.
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ABSTRACT

Many macroeconomic researches have focused on assessing the strengths and vulnerabilities
of financial systems since financial crises in the 1990s and 2000s. Nowadays, macroeconomic
stress tests have become an important tool for financial stability analysis in many central
banks. The most extensive appliance of macroeconomic stress testing was provided by the
IMF as a part of its Financial System Assessment Programs. In addition, in our research we
try to find out how the Croatian banking sector reacts to macroeconomic shocks. We present
an application of macro stress testing to the Croatian banking system.

Following the basic assumption that the deterioration of macroeconomic environment, which
makes the single banks fail and cause chain reactions, will be expressed in a general
worsening of balance sheet of the aggregated banking sector, we use nonperforming loans
ratio as a measure for credit risk.

The empirical analysis is based on VEC model using quarterly data for period between
2002Q2 and 2010Q2. Variables used in mode are nonperforming loans ratio, economic
growth, exchange rate and interest rate. Results confirm that both GDP growth and HC (Kuna
— Swiss franc exchange rate) explain the variations in nonperforming loans ratio, although (as
expected) the variations in variables are mainly explained by their own shocks. Other
variables (interest rate, kuna — euro exchange rate) explain small share of variations in
nonperforming loans ratio.
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1. INTRODUCTION

At the end of 1980s and the beginning of 1990s there were problems with high inflation in
Croatia. Stabilization program in first half of 1990s was successful in achieving price
stability. When hyperinflation is eliminated, in Croatia is introduced a new own currency —
kuna which is successful only in first money’s task — means of payments, but it isn’t in other
two (measure of value and reserve of value) probably as a consequence of high inflation in
recent history. So many deposits in Croatian banks are held in foreign currency (firstly in
German mark, and then in Euros).

As a transition economy and EU member candidate, Croatia tries to achieve convergence with
other EU countries. Since the domestic savings is insufficient, from late 1990s there is
necessitate for foreign funds to finance domestic investments. Expectations about higher
future economic growth as well as higher interest rate than in EU created interest among
investors for investments in Croatian banking system (CNB, 2006). At another side banking
system in Croatia was inefficient, so there were want for links with foreign strategic partners
to achieve efficiency, technological development and better corporate governance (Gardd &
Martin, 2010). During 1999 and 2000 Croatian banking system is almost all privatized. After
2002 banks increase their credit activity using cheaper foreign funds, especially funds from
their foreign owners which strongly and continuously increase external debt — GDP ratio.
Another explanation for credits in foreign currency is fact that main part of their liabilities is
deposits denominated in foreign currency. It creates interest and foreign exchange risk which
is transferred to clients by banks in stable period.

Recent financial and economic crisis create factors which could disturb stability of Croatian
banking system. Higher world interest rate and less foreign demand for Croatian export
decreases domestic production and deteriorate labor market conditions. Both of them
contribute to the increasing nonperforming loans ratio, which is used as indicator of credit
risk in this paper. Also unfavorable movements of exchange rates increase possibility of loan
defaults since about 2/3 of total loans are denominated or indexed in foreign currencies. The
main aim of this paper is to analyze how these factors influence vulnerability of banking
system in Croatia. We estimated vector error correction (VEC) model which confirms that
both GDP growth and HC (Kuna — Swiss franc exchange rate) explain the variations in
nonperforming loans ratio, although (as expected) the variations in variables are mainly
explained by their own shocks. Other variables (interest rate, HE — kuna — euro exchange rate)
have very small effect on nonperforming loans ratio.

The paper contributes to the existing macro stress testing in Croatia in its methodology. To
our information, it is the first one to implement VEC models in stress testing of Croatian
banking system. Organization of the paper is as follows: the next section summarizes the
stress testing approaches and section 3 briefly reviews recent literature. In section 4 is
described current situation in Croatian banking system. Section 5 presents the empirical
model and obtained results regarding the Croatian banking system. Section 6 summarizes and
concludes our findings.

2. STRESS TESTING APPROACHES
Financial stability is usually defined as stability of financial system of one country.

Developed and stabile financial system is precondition for efficient transmission of monetary
policy measures on all economic sectors. Important tools in financial stability assessment are
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macroeconomic stress tests which are implemented using two approaches: top down, and
bottom-up'.

The top-down approach is used in the analysis of the shock effects on the banking system as a
whole. This can be done using individual bank data or aggregated banking system portfolio.
The advantage of this approach is that the aggregation of the results is more meaningful as the
individual components are more comparable and the methodology is the same, but the
disadvantage is that it could overlook the concentration of exposures at the level of individual
institutions and linkages among the institutions”. On the other hand, the bottom—up approach
estimates the impact of macroeconomic shocks on individual portfolios.

In this paper we employed the top-down approach and performed stress testing on data which
were aggregated by Croatian National Bank using aggregation of portfolio and balance sheet
data from individual financial institutions. The financial soundness indicator used in this
paper is the ratio of nonperforming loans to total gross loans (NPL ratio) as an indicator of
asset quality. The stress testing of the banking system in Croatia to macroeconomic shocks is
applied using vector error correction model (VEC). Similar methodology is also used by
many of authors namely: Hoggarth, Logan and Zicchino (2005), Hoggarth, Serensen and
Zicchino (2005), Filosa (2008), Canakci (2008), Jakubik and Hefmanek (2008), Zeman and
Jur¢a (2008), Dovern, Meier and Vilsmeier (2010). In next part of this paper the results of
these articles are shortly presented.

3. EMPIRICAL LITERATURE REVIEW

Hoggarth, Logan, and Zicchino (2005) performed stress testing using VAR approach in
analyzing the resilience of the UK banking system as the part of the IMF Financial Sector
Assessment Program (FSAP). Using bottom—up and top—down approach they obtained that
the estimated macroeconomic shocks effects on UK banks were quite small. The VAR model
for UK banks estimated by Hoggarth, Serensen and Zicchino (2005) shows a significant and
negative relation between variables output gap and write-offs on aggregate loans, and between
inflation and write-offs on aggregate loans. Authors found out that aggregate write-offs
increase significantly within six quarters after unexpected adverse shocks to the output gap,
but only six to twelve quarters after an unexpected increase in inflation.

Filosa (2008) explored the sensitivity of Italian banking system to macroeconomic shocks
applying VAR methodology. His results showed default rate rises with a decrease in real
activity, although the solidity of Italian banks could be disturbed only in a very strong
recession.

Canakci (2008) concludes using historical decomposition, Monte Carlo techniques and
Cholesky decomposition that the measures of banking sector distress (z-score and return on
equity) provide very good prediction in assessing the Turkish banking system as a whole.

Zeman and Jurca (2008) showed significant influence of economic growth, interest rate on
nonperforming loans ratio using least ordinary squares. They confirm using VEC model that a

' More about stress testing approaches see in: (Cihak, 2004; Cihak, 2007; Quagliariello, 2009).

* Another approach uses individual stress tests conducted by financial institutions’ risk management teams and
adds up the results to obtain an aggregate stress test results which are sometimes difficult to implement (Kalirai
& Schleicher, 2002).
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temporary and significant slowdown of the GDP growth would not substantially threaten the
Slovak banking system when monetary policy is adequate. Monetary policy would have
positive impact on banking sector through interest rate channel. Results also show that shocks
in GDP growth without relevant response in other factors could be more dangerous.

Jakubik and Hetfmanek (2008) suggest that previous tests of aggregate credit portfolios be
supplemented with credit growth model. Credit growth is modeled applying VEC model
while one-factor Merton models are implemented in default rates modeling. Czech National
Bank used this framework for scenarios as: external and internal demand shock as well
sudden appreciation of the exchange rate with negative supply shock. These shocks have a
stronger effect on credit growth than on nonperforming loans. The results show that the
banking system as a whole is resilient to the effects of macroeconomic tests under
consideration including the alternative credit risk tests.

Dovern, Meier and Vilsmeier (2010) analyzed the impact of three structural shocks
(restrictive monetary policy shock, negative demand shock and negative supply shock) to the
real economy and the banking system in Germany applying VAR methodology. Their results
suggest that the stability of the German banking system is strongly affected by monetary
policy shocks which can be explained by the fact that adverse monetary shocks move interest
rates up, loans for investment and consumption become expensive, GDP is lower and
inflation decreases. Negative demand shocks do not have clear-cut effect on the German
banking system and adverse supply shock effects on return on equity and write-offs are
insignificant for all horizons.

4. MACROECONOMIC ENVIRONMENT OF CROATIAN FINANCIAL SYSTEM

Figure 1. Structure of Financial Sector in Croatia 2009

B bank non-consolidated asset (net)
0% 0%
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B Open-end investment funds, (net assets)
u Closed-end investment funds, net assets
0%
= War veterans' fund
B Insurance companies
2%
u Housing savings banks, noon-consolidated assets (net)
Compulsory pension funds, net assets
Voluntary pension funds, net assets

Savingbanks

Leasing companies

Source: Data are from: (IRC_expert, 2010).

Figure 1 shows that banks have dominant role in the Croatian financial system. Ratio of
banks’ net non-consolidated asset in total asset of financial sector in 2009 is 77 %. Leasing
companies (7 %), obligatory pension funds and insurance companies (both about 6%) have
much lesser portion of total asset of overall financial sector. Therefore financial stability in
Croatia depends at much extent about stability of banking sector. So we firstly explain current
situation in Croatian banking system.
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About half of all Croatian banks have been in foreign ownership in 2009, but foreign owners
have about 90% of assets of overall banking system. That is not only characteristic in the case
of Croatia since there were inefficiencies and distortions in banking systems in majority of
Central, Eastern and South Eastern European Countries which created a need for more radical
reform approach (Gardé & Martin, 2010). So authorities in most countries took the decision
to open up their banking sectors to foreign strategic investors to attract missing know-how,
technology and capital, as well as to raise banks’ corporate governance, efficiency and
competitiveness. Financial stability in region benefited of presence foreign banks given the
fact that credit markets are stabilized since their lending activities are more resilient to local
stocks than those of domestic banks’ and they have easier access to cross-border lending
which stabilizes credit market (IRC expert, 2010). At another side it also increased a risk of
exchange rate changes and risk of financial contagion from potential crises from maternal
countries of Croatian banks’ owners.

In table 1 are main indicators of Croatian banking system. Some of them are indicators
activity (commercial bank asset to GDP ratio), profitability (ROA, ROE), solvency (capital
adequacy ratio) and vulnerability (gross external debt, nonperforming loans ratio, foreign
currency credit) which could be influenced by macroeconomic factors and will be explained
in this chapter. Main aim of this part of paper is an explanation of macroeconomic effects on
financial stability in Republic of Croatia during the current economic crisis’.

Activity of Croatian banks (measured by commercial bank asset —row 1) rises between 2002
and 2007. At the same time this is also a period of higher economic activity and ratio of
credit to GDP continuously rises. Croatia as a transition country and EU candidate had higher
rate of economic growth and higher interest rate than EU countries and domestic banks with
new owner influence increases credit volume as a result of interest rate differential and
expected higher growth (CNB, 2006). But during observed period the highest share of loans is
denominated in foreign currency (more than 70% as table 1 shows — row 11). The highest
share of credit is related to households and domestic enterprises (2009 about 57% of total
asset). At the same time these sectors are the main owners of deposits (about 50% of total
liabilities, but with downsizing trend). While the ratio of households’ and enterprises’
deposits decreases, loans to deposits ratio increases, indicating that banks are more focused in
accumulating funds as debtors on world financial markets, than accumulating deposits by
household and enterprises. As a consequence banks became the main creator of short-term
external debt, and one of main creators of overall external debt.

Since overall external debt (as a percentage of GDP- row 2) rises, Croatian economy is
vulnerable to external factors. During 2008 there is falling of demand for risk placements
among foreign investors which increased costs of indebtedness for emerging economies
including Croatia too. In according with economic theory that must imply increasing of
domestic interest rate, decreasing of demand for credit by companies and households, less
external indebtedness for banks and companies, and less a reduced amount of overall external
debt. After a transmission of financial crisis into the foreign real sector, there is also
decreasing of demand for domestic export which reduces domestic income and consumption.
As a consequence domestic production, employment, wages, import of intermediary goods,
and investments also must be reduced.

* Our focus is to explain current financial and economic crisis and presentation of monetary policy reaction in
Croatia. The earliest period of monetary policy (1994 - 2003) is clarified in (Lang & Krznar, 2004).
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Table 1. Somefinancial indicators of Croatian Banking System

Indicator Interpretation Measure 2002 2003 2004 2005 2006 2007 2008 2009
Commercial bank asset Activity of banking sector % of GDP 83.6 89.9 93.4 98.5 106.4 109.8 108.1 114.2
Balance of payments
Current account balance pressure % of GDP -6.4 -4.5 -5.6 -7.0 -7.6 -9.3 -5.3
Capacity to repay external
Gross external debt liabilities % of GDP 66.3 70 72.1 74.9 76.9 85.1 98.2
Claims on domestic household
and enterprises sector % of total assets 49.2 49.2 49.8 52.4 56.4 573 59.9 574
Deposits of households and
enterprises % of total liabilities 57.7 54.8 53 51.1 51 51.7 50.9 49.9
Profitability of banking
ROA sector % before tax 1.58 1.6 1.7 1.6 1.5 1.6 1.6 1.2
Profitability of banking
ROE sector % after tax 13.73 14.1 16.1 15 12.4 10.9 9.9 6.7
% of average
interest bearing
Net interest margin Efficiency of banking sector | assets 4.9 4.9 4.5 4.2 3.8 3.7 3.8 34
whether credit grows faster
Loan to deposit ratio than deposits % 74.2 76.7 80.7 88.5 92.5 92.8 99.5 98.3
Pressure nonperforming
loan on banking sector
Nonperforming loans ratio balances % of total loans 10.2 8.9 7.5 6.2 5.2 4.8 4.9 7.8
Currency mismatch of bank
clients and potential non-
performing ratio if kuna
Foreign currency credit depreciate % of total credit 79.8 74.2 75.7 774 71.5 61.4 65.4 72.7
Foreign currency deposit 88.4 87.5 87.3 86.4 76.3 66.8 68.5 76.1
Capital adequacy ratio Solvency of banking system | % 16.6 15.7 14.1 13.5 13.2 15.4 14.2 15.8
Net interest income % of average assets 3.30 34 3.0 2.9 2.7 2.6 2.8 2.5

Source: CNB
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Although theory assumes decreasing of overall external debt, reality shows that external
indebtedness of companies (as a percentage of GDP) is rising, but in lesser extent, since there
is also increasing of fiscal demand for external funds keep in mind that government
consumption remains high although fiscal revenues decreased as a result of lesser economic
activity. As a consequence external debt — GDP ratio is higher considering that GDP
decreases too. Today external debt is approximately equal Croatian GDP.

Since domestic deposits are primarily denominated in foreign currency (row 12 — more than
2/3 of overall deposits are denominated or indexed in foreign currency), in small open
economy like Croatia with higher portion of foreign currency credits, and high gross external
debt, monetary policy must be based on nominal exchange rate (kuna — euro) as a nominal
anchor since’. High percent of credits denominated or indexed in foreign currency increases
vulnerability of Croatian economy in case of downward pressure on kuna. However, that risk
is relaxed by the fact that ratio of deposits in foreign currency to total deposits is mainly also
higher than 70%. During pre-crisis period CNB restrained credit activity with set of
instruments. In the base of CNB’s regulatory framework are four different instruments:
reserve requirement, Minimum Required Amount of Foreign Currency Claims, Marginal
reserve requirement and Obligatory CNB Bills (Bokan, Grguri¢, Krznar, & Lang, 2010). In
pre-crisis times obligatory reserve rate was very high (about 17%). Minimum Required
Amount of Foreign Currency Claims is applied since commercial banks must have portion of
foreign currency liabilities as liquid foreign currency funds since CNB cannot create foreign
currency. Marginal reserve requirement is introduced and applied by CNB between 2005 and
2008 to burden foreign indebtedness of commercial banks’. Last instrument are Obligatory
CNB Bills (or bank credit growth reserve) which are used by CNB to slow credit growth in
Croatia. Galac (2010) finds that “tightening of prudential measures in conjunction with the
marginal reserve requirement on banks’ foreign borrowing to have been particularly useful for
building capital buffers”. Also he finds that “introduction of foreign currency liquid reserve
requirement was not particular instrumental in boosting the level of foreign currency liquid
reserves but it shifted composition of these reserves to a more liquid form and at the same
time allowed a more autonomous conduct of monetary policy along the path”. Some of
measures which are unimportant for liquidity buffer according Galac (2010) are Obligatory
CNB Bills, and marginal reserve requirement’.

Keep in mind that lesser economic activity in 2008 and 2009 decreases pressure to inflation,
CNB’s priorities could be changed to safeguarding exchange rate and financial stability.
Reaction of monetary policy on financial crisis was restricted with constrained CNB’s ability
for countercyclical action and keeping stability of exchange rate at the same time (Bokan,
Grguri¢, Krznar, & Lang, 2010)". At the beginning of crises there were rumors about
problems of Italian banks which are owners of Croatian the most famous banks. As a result
there is a savers’ decreasing confidence into the Croatian banks and the withdrawing of their
deposits. Broz, Buturac, Pavuna, RaSi¢- Bakari¢, Slijepcevi¢ and Smilaj (2008) emphasize
that this is first decreasing of money supply after September 1999 on year-to-year basis. It
could be also since economy activity slowed during second part of 2008. So CNB initially
decided to abolish marginal obligatory reserve to ease capital inflow into banking sector, and

* Some economies apply monetary policy of inflation targeting, but this is not feasible in Croatia since there
financial market is undeveloped, and high level of eurisation (Zigman & Lovrinéevié, 2005).

> History of this instrument is described in (CNB, 2006).

% As Galac (2010) states, marginal reserve requirement was more instrumental for building banks' capital buffers
than in achieving its stated objective of reducing the rate growth of banks' foreign liabilities.

7 In that paper are indentified eight actions taken by CNB between May 2008 and February 2010.
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then (December 2008) decreased obligatory reserve rate from 17 to 14%. Last quarter in 2008
and first quarter in 2009 are period of high instability of interest rate and pressures on
exchange rate. Since the decreased confidence of customers and enterprises and increasing
demand of government and corporation to pay off their debt (IRC expert, 2010), CNB had to
prevent depreciation of kuna in January 2009 using inverted repo auctions and foreign
exchange reserve selling, but overnight ZIBOR firstly increased to 25 percent and then
decreased approximately to 10 percent. Also kuna share of maintenance of reserve
requirement on foreign liabilities increased from 50 to 75 percent which also tightened
liquidity of money market. Exchange rate depreciated again in February 2009 and CNB had to
sell about 184.7 million euros which increased interest rates. Overnight ZIBOR was about 40
percent at the end of February (Broz, Buturac, Rasi¢-Bakari¢, Slijepcevié, Pavuna, & Smilaj,
2009). After that value of ZIBOR mainly wasn’t higher than 10 percent. In February 2009
CNB decreased minimum required foreign exchange claims rate from 28.5 to 25, and soon
from 25 to 20. This rate was 32% before May 2008, but then it is reduced to 28.5%. Its
decreasing is important to enable foreign exchange liquidity for banks.

Decreasing inflow of foreign capital for Croatian banks and companies slowed investments in
Croatia in second part of 2008. At same time Croatian export also decreases as a result of
reducing foreign demand. As a consequence GDP falls in 2009 which also reduced
employment and wages. Especially high slump in Croatian GDP growth was in first quarter of
2009 caused by investments decreasing as well as lack of consumer confidence and reduction
of export. Crisis increased debt burden for households and enterprises which increases
nonperforming loans as a percent of total loans (nonperforming loans ratio) since 2007, but it
is important to emphasize that nonperforming loans (in absolute value) increases since 2006
(table 1 — row 10). Given the fact that credit activity of banks’ raised before crisis,
nonperforming loans ratio still diminishes between 2006 and 2008 (IRC_expert, 2010). As a
consequence banks could apply credit rationing or increase interest rate. They decided to
intensify credit conditions in addition to improve loan quality and grant loans to the clients
with better loan ability. At the same time decreasing confidence of households and enterprises
with unfavorable conditions on labor market cut loan demand (see: CNB (2010a, 2010b)).
However, Ceh, Dumici¢ and Krznar (2011) confirmed that slumping of credit activity of
banks between the end of 2008 and the end of 2009 cannot be explained by credit demand
deficit, but with decreasing of credit supply. During the recession banks used credit rationing
instead of higher interest rates. That credit market disequilibrium is corrected by decreasing of
credit demand at the end of 2009 and the beginning of 2010.

While liabilities structure motivates banks to grant loans in foreign currency, it exhibits them
to exchange rate risk. Moreover Croatian banking system is specific because banks overall
credit exchange rate and interest rate risk transferred to clients when there are stable times
(CNB, 2006). Between 2005 and 2007 credits in Swiss franc (CHF) were popular which
increased its ratio from 5 (2005) to 27% (2008). Higher volatility of HRK/CHF than
HRK/EURO made loans in franc less acceptable and in addition with and simplified
conversion to credits in euro since CHF deposits are not available to banks decreases the ratio
of credit in Swiss franc in total credits to 20% with decreasing trend (CNB, 2010a).

Although credit and currency risk for Croatian banking system remains high, its stability is
satisfactory. Profitability of banks is less since interest revenue rises slowly given that credit
conditions are intensified and credit demand is less (IRC expert, 2010). At another side banks
substitute more expensive foreign funds with cheaper domestic funds by increasing deposit
rate (Bokan, Grguri¢, Krznar, & Lang, 2010). As a result interest income decreases in
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absolute and relative terms (table 1 — row 14). Other indicators of bank profitability (return on
asset, return on equity) also decrease between 2004 and 2009 (rows 6 and 7). Despite that
Croatian banking system is well capitalized with capital adequacy ratio of 15% (row 13),
minimum required adequacy ratio is 12% which is determined by Croatian National Bank and
enables to banks confrontation with operative and foreign exchange risk and higher shock
absorption.

During the crisis CNB few times eased liquidity into the banking system. High liquidity as
well as decreasing active interest rates and government’s stimulations for enterprises
financing enables higher activity of banks, but very high increasing of credit activity is unable
because of unfavorable macroeconomic conditions (Broz, Buturac, Bakarié, Slijepcevié,
Pavuna, & Smilaj, 2010b). It also enables to government to get funds for financing its deficits
(Broz, Buturac, Bakari¢, Slijepéevi¢, Pavuna, & Smilaj, 2010a)® but would also enable
decreasing of external debt burden of banks and enterprises’.

5. EMPIRICAL MODEL AND RESULTS

5.1 Methodology

In order to analyze the impact of macroeconomic variables on the banking sector in Croatia
the VEC methodology is applied. The basic idea is that if there are economic time series that
are integrated and of the same order (which means they are non-stationary), which are related
(mainly through a theoretical framework), then to try to check whether it can be found the
way to combine them together into a single series. If this is possible, then the series that
exhibits this property is called co integrated. Consider the case of two variables Y; and X;
which are integrated of the same order, for example order one. The general case is that every
linear combination of those two variables will be again an I(1) process and therefore the
results obtained by regressing Y; on X; will be spurious. However, there may be a case that
these two variables are connected with a valid long-run relationship, and that the regression
results are not spurious.

The results of stationarity tests showed that series are non-stationary, and that are integrated
of order one. Taking that into consideration, econometric theory suggests use of VEC
methodology. After determination of lag length, using Johansen (1998) procedure, we tested
co integration to see number of co integration equations. After estimated VEC, long-run
dynamic can be analyzed. Besides that, we are also interested in short run dynamics, i.e. how
the one-period shock in amount of one standard deviation affects the financial system.
According to given results, we are able to see the proportion of the variations in a variable of
interest when it comes to its own shock and when it comes to shocking the other variables.
Due to that, we did decomposition of variance. For determination the order of variables, we
used Cholesky factorization (the most variance is attributed to the variable that is the first in
the ordering)'’. Variance decomposition was done for non-performed loan ratio, since we are
interested in analysis of macroeconomics shocks to banking system in Croatia. Also, variance

¥ See comments about Croatian fiscal policy during financial crisis in: Mihaljek (2009).

% This short model is provided by Bokan, Grguri¢, Krznar and Lang (2010).

' The importance of ordering depends on the magnitude of correlations among the various innovations. If the
correlations are small, the ordering problem is not so important.
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decomposition for Croatian GDP growth is interesting to analyze since higher nonperforming
loans can cause credit rationing which can have negative impact to GDP growth."!

Concerning the variables in model, we included real GDP growth in Croatia as endogenous
variable, but also GDP growth in EU27 was included as exogenous variable. Croatia is open
economy which is vulnerable to shocks which happens in EU27. Besides gross domestic
product growth rate in Croatia and EU27, variables used in models are interest rate and
foreign exchange rate (for Croatian Kuna against Euro and for Croatian Kuna against Swiss
Franc). First idea was to put all the variables in the same VEC model (one model with foreign
exchange rate for Croatian Kuna against Euro and second model with foreign exchange rate
for Croatian Kuna against Swiss Franc). The results of such models suggested two or more co
integration equations. In spite of imposing restrictions, number of co integration couldn’t be
reduced to one. So we separated models into 3 of them as explained in next section.

5.2 Empirical results

In this study, the analysis was done with following variables: Croatian GDP-growth denoted
as GDPRH, GDP-growth in EU27 denoted as GDPEU, 3-months interest rate denoted as IR,
HE foreign exchange rate for Croatian Kuna against Euro, denoted as HE, and HC standing
for foreign exchange rate for Croatian Kuna against Swiss Franc and last variable which is
included in model is nonperforming loans ratio (NPLR) which represents a credit risk. Time
series data are given quarterly and analyzed for period between second quarter of 2000 and
second quarter of 2010. Data source for growth rate of GDP for Croatia and EU27 were
collected from Eurostat, nonperforming loans ratio and foreign exchange rate were taken from
Croatian National Bank, 3-months interest rate is gathered from Money Market — Zagreb.

After seasonal adjustment of represented series, the point of departure is simply to start with
descriptive statistics. Therefore, hereafter the series are presented by Figure 2.

" The results are available upon request. Variation in non-performing loans ratio explains 27.35% of variations
in Croatian GDP growth in model 1., 36,80% in model 2a and 22.49% in model 2b.
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Figure 2: Macroeconomic and financial variables (from 2000Q2 to 2010Q2)
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Looking at the raw data (i.e. the actual numbers), we may notice that GDP growth has a large
fall in the value at the first quarter of 2009. Although recession in Croatia started in second
half of 2008 as a result of export and consumption decrease, it is intensify in first quarter of
2009 as a consequence of slump of investments. In other words, GDP growth has obvious
structural break, so a dummy variable (with value of one for first quarter of 2009, and zero
otherwise) was included in the model at first quarter of 2009 — variable DUMMY. Importance
of doing so lies in a fact that those outliers may have a substantial impact on regression
results, and must therefore be kept in mind when formulating the model and interpreting the
result.

Figure 2 implies that variables are not stationary, i.e. taking the first look at graph, it does not
appear that series has a long-turn mean into which the series returns, and that variance
depends on time. Therefore before choosing an adequate model, one must test the series to see
if they obtain unit root. To identify non-stationarity, formal tests are used. Since the analysis
is done over relatively small sample, in this work two tests will be performed, one is ADF test
(Dickey & Fuller, 1979), and other is KPSS (Kwiatkowski, Phiillips, Schmidt, & Shin, 1992).
Usually, two tests are needed because these tests have low power in relatively small samples.
The results are given in Appendix 1. According to ADF test, all variables have unit root, and
therefore are not stationary at level of significance of 1%. But, after differencing, all of
variables are stationary, so series are integrated of order one. On the other hand, results of
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KPSS test vary from those given by ADF test for three out of six variables (i.e. GDPEU, IR
and HE). It was already mentioned that those tests have low power when it comes to small
samples, so the results of such tests cannot be relied on in strong degree. Due to this, we will
assume that all series are not stationary in levels, but are stationary in first differences. For

. . . .12
making sure our assumption is excusable, correlogram was done for confirmation .

Considering the results of unit root test, econometric analysis suggests estimation of VEC
model. In this paper two models are represented to save number of degrees of freedom since
date period in our study is relatively short. Both models include the same exogenous variable,
GDPEU. Also, as it was mentioned earlier, in models are included dummy variable for first
quarter of 2009 due to recession. Common endogenous variables in models are GDPHR and
NPLR. Extra endogenous variable in model 1 is IR, and in model 2 foreign exchange rate.
Due the fact that in Croatia is about 20% of total loan are denominated in Swiss franc, and all
the rest in the euro, model 2 is divided into two sections. (Models 2a and 2b). Model 2a
includes foreign exchange rate for Croatian Kuna against Euro (HE), and Model 2b takes
foreign exchange rate for Croatian Kuna against Swiss Franc (HC) as additional endogenous
variable.

5.2.1 Results of Model 1

After analyzing the stationarity, we proceed by analyzing co integration of variables we
choose in model. Firstly, it is needed to determinate the optimal lag length. This is done by
standard likelihood tests and information criteria (Akaike, Schwartz, Hannan-Quinn). The
results of test can be found in Appendix 2. According to Akaike, VAR lag length in Model 1
should be three. This means that lag length in VEC model should be two. Now we can test co
integration by using Johansen approach (model with constant and trend component').

Trace test indicates 1 co integration equation at the level of 5%. The same result was obtained
according to Max-eigenvalue test, at the same level of significance'* (Appendix 3).

Long run dynamics (estimated VEC) is given in Appendix 4. For variable nonperforming
loans ratio, error correction term is estimated to be -0.019420, that implies following: the
negative sign implies reduction of disequilibrium in every period for about 1.9%. But the goal
of this paper is to investigate short run dynamics of nonperforming loans ratio. Due to that,
we proceed with decomposition of variance for NPLR to see how that variable responses to
macroeconomic shocks. Results are given in Table 2.

12 Correlograms are available upon request. The results confirm autocorrelation of order 1.

1 Although this model is rarely implemented in practice (Bahovec & Erjavec, 2009) other models which could
be implemented suggest more co integration vectors. In that case restrictions on VEC model must be imposed,
but all are rejected using statistical tests.

' Liitkepohl, Saikkonen and Trenkler (2001) suggest that in small samples the trace tests are superior to that of
the maximum eigenvalue tests.
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Table 2: Decomposition of variance for nonperforming loans ratio

Period S.E. GDPHR NPLR IR
1 0.263440 | 8.580739 | 91.41926 | 0.000000
2 0.473666 | 7.977384 | 89.22442 | 2.798193
3 0.718480 | 7.089357 | 87.45746 | 5.453185
4 0.983419 | 9.633861 83.47300 | 6.893143
5 1.260115 10.38976 | 81.29713 | 8.313109
6 1.566800 11.22951 79.34685 | 9.423638
7 1.879888 11.61016 | 78.21736 | 10.17248
8 2.208316 11.88169 | 77.30719 | 10.81112

Cholesky Ordering: GDPHR NPLR IR

Results suggest that variations in growth rate of gross domestic product explains the
variations in nonperforming loans ratio better than variations in interest rate. As it was
expected, the variation in nonperforming loans ratio is explained in the highest degree by its
own shocks. If we look at the period of 2 years, the proportion of variance explained by
growth rate of gross domestic product reaches almost 12%. On the other hand, the interest rate
in the same period explains 10% proportion of variation in nonperforming loans ratio.

5.2.2 Results of Model 2

As we already analyzed, all variables used in Model 2 are not stationary in levels, but were
stationary in first differences. Recall, in model 2 we are investigating how shock in foreign
exchange rate influences fluctuations in nonperforming loans ratio. Model is divided in two
parts, depending on which variable is included in model. Model 2a includes foreign exchange
rate for Croatian Kuna against euro (HE), and Model 2b takes foreign exchange rate for
Croatian Kuna against Swiss Franc (HC) as additional endogenous variable. Same as in
Model 1., we proceed by finding the optimal lag length. In this model according to likelihood
tests and information criteria (Appendix 5.) the optimal VAR lag length is 3, and VEC lag
length is due to that 2. The results are the same in both models

In next part of study, we analyze co integration by using Johansen approach (model with
constant and trend component). Trace test indicates 1 co integration equation at the level of
5%. The same result was obtained according to Max-eigenvalue test, at the same level of
significance (Appendix 6).

Estimated VEC parameters for models 2a and 2b are given in Appendix 7. For variable
nonperforming loans ratio in model 2a, error correction term is estimated to be -0.05, that
implies following: the negative sign implies reduction of disequilibrium in every period for
about 5%. The same interpretation can be used in model 2b where estimated parameter is -
0.08. Now we concentrate on short run dynamics of nonperforming loan ratio. Due to that, we
proceed with decomposition of variance for NPLR to see how that variable responses to
macroeconomic shocks. Results are given in Table 3 for Model 2a, and in Table 4 for Model
2b.
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Table 3: Decomposition of variance for nonperforming loans ratio — model 2a

Period S.E. GDPHR NPLR HE
1 2.065942 | 15.55860 | 84.44140 | 0.000000
2 2.161404 | 17.99060 | 81.21628 | 0.793121
3 2.583472 | 17.80729 | 80.11294 | 2.079764
4 2.719604 | 22.86836 | 74.32778 | 2.803856
5 2.915266 | 25.29759 | 71.24232 | 3.460089
6 3.054040 | 27.74147 | 68.61686 | 3.641670
7 3.213174 | 28.99667 | 67.16028 | 3.843047
8 3.368712 | 30.01769 | 66.01491 | 3.967394

Cholesky Ordering: GDPHR NPLR HE

Table 4: Decomposition of variance for nonperforming loans ratio — model 2b

Period S.E. GDPHR NPLR HC
1 2.008154 | 18.58882 | 81.41118 | 0.000000
2 2.294495 | 25.00281 | 74.12399 | 0.873201
3 2.644035 | 24.48150 | 66.26755 | 9.250947
4 2.803474 | 29.79072 | 57.65763 | 12.55164
5 3.058586 | 32.73654 | 52.26274 | 15.00073
6 3.222840 | 35.25018 | 48.89596 | 15.85386
7 3.376892 | 36.80188 | 46.76193 | 16.43620
8 3.510140 | 37.77195 | 45.25470 | 16.97335

Cholesky Ordering: GDPHR NPLR HC

According to results presented in Table 2 and Table 3 we came up with the following
conclusions. As it was expected, in both models variable nonperforming loans ratio explains
itself in the highest percentage. During the time, the influence decreases. Variation in foreign
exchange rate for Croatian Kuna against Euro explains in a small degree variation in
nonperforming loans ratio, i.e. after period of 2 years it only explains about 4% of variation.
Contrary, variations in foreign exchange rate for Croatian Kuna against Swiss Franc seem to
explain a high proportion of variation in nonperforming loans ratio. The proportion grows
during the time, and after two years reaches almost 17% of variation. In both models,
variations in gross domestic product explain high proportion in nonperforming loans ratio (30
and 38%).

Results for both models confirm the fact that NPLR are mainly caused by itself, and by
GDPHR. IR and HE explain very low part of variance of forecast error for variable NPLR. In
model 2b decomposition of variance showed that HC has the weakest influence, but higher in
comparison with HE. It is interesting that effects of changes in HC are more significant than
effects of HE although credits are primarily denominated in euros. So the ordinary error
correction model (EC) is also done. The results showed positive influence and co integration
of HC with NPLR. As opposite same co integration didn’t confirm between variables HE and
NPLR". Possible explanation of small effect of HE to NPLR is the fact that foreign exchange
between euro and kuna had appreciation pressure which could decrease debt burden for
households and companies.

'3 All results of EC model are available upon request. Results show that depreciation of CHF for 1 kuna per franc
increases nonperforming loans in average for 1.7%. At the same time residuals in regression between NPLR and
HE are not statitonary which means that these variables are not co integrated.
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6. CONCLUSION

Banking system stability has become a dominant aim for the central banks during the period
of financial globalization with macroeconomic stress tests as important tools in analysis. They
can be implemented using two possible approaches: top-down and bottom-up approach. The
first is used on the aggregated banking system portfolio and the second uses data on
individual portfolio. In this paper we applied the top-down approach and performed stress
testing on data which are aggregated by Croatian National Bank using aggregation of
portfolio and balance sheet data from individual financial institutions The advantage of this
approach is that the aggregation of the results is more meaningful as the individual
components are more comparable.

The vulnerability of the Croatian banking sector to macroeconomic shocks was analyzed
using VEC methodology. Quarterly data covers the period of 2000Q2 to 2010Q2. The
empirical analysis is performed using two VEC models each using nonperforming loans ratio
as indicator of asset quality. One model uses interest rate (IR), and another exchange rate
while other variables (Croatian GDP growth (GDPHR), GDP growth in EU-27 (GDPEU)) are
commonly used. Since about 20% of total loans are denominated in Swiss francs, in model 2
are used variables HE (kuna against euro), and HC (kuna against Swiss franc) separately.

Results in Model 1 indicate that variations in growth rate of Croatian GDP explain the
variations in nonperforming loans ratio better than variations in interest rate. Similar results
are obtained by using Model 2 where variations in foreign exchange rate for Croatian kuna
against Swiss franc explain a high proportion in nonperforming loans ratio. Our finding from
both models is that the variations in nonperforming loan ratio are significantly explained by
Croatian GDP growth and foreign exchange (kuna versus Swiss franc — HC), although (as
expected) they are mainly explained by their own shocks.
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APPENDIX 1: UNIT ROOT TESTS RESULTS

ADEF test
Variablein levels
X ADF value
Variable No constant and trend Constant Constant and
included trend included
NPLR ) -0,009995 -1,918643 2,209782
(nonperforming loans ratio) (0,6731) (0,3205) (1,000)
GDPHR 1 -1,605472 -1,600856 -2,467465
(Croatian GDP-growth) (0,1012) (0,4726) (0,3415)
GDPEU 0 -2,213535 -2,515783 -2,371439
(EU27 GDP-growth) (0,0275) (0,1194) (0,3881)
IR 0 -2,141430 -3,462892 -3,647559
(3-months interest rate) (0,0326) (0,0144) (0,0382)
HE 0 -1,276429 -2,258187 -2,919655
(exchange rate (HRK/EUR)) (0,1826) (0,1901) (0,1674)
HC 1 0,466834 -1,036054 -0,095655
(exchange rate (HRK/CHF)) (0,8110) (0,7307) (0,9932)
MacKinnon (1996) critical values: MacKinnon (1996) one-sided p-values - in brackets
*#* denotes rejecting Hy at 1% level.
Optimal number of lags k is determined by Schwarz Info Criterion.
KPSS test
Variablein levels
KPSS value
Variable LR LU
(constant and trend) (constant)
H, trend stationary H, stationary around a level
ATELLS . 0,204117 0,612214
(nonperforming loans ratio)
GDPHR
(Croatian GDP-growth) 0,156077 0,515869
GDPEU
(EU27 GDP-growth) 0,088317 0,197539
IR
(3-months interest rate) 0,077080 0,186704
HE
(exchange rate (HRK/EUR)) 0,057432 0,669771
HC 0,123023 0,357749

(exchange rate (HRK/CHF))

* denotes rejecting Hy at 1% level.
The critical values for KPSStest are from Kwiatkowski, Phillips, Schmidt, & Shin, (1992).
Constant and trend: 0,216 (1% level), 0,146 (5% level), 0,119 (10% level)
Constant: 0,739 (1% level), 0,463 (5% level), 0,347 (10% level)
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APPENDIX 2: LAG ORDER SELECTION CRITERIA FOR MODEL 1

LogL LR FPE AIC SC HQ
Lag
0 269.3091 NA 461.8322 14.64785 15.03569 14.78584
1 168.5214 169.7476 3.710915 9.816917 10.59262* 10.09290
2 154.4330 21.50333 2.894981 9.549107 10.71266 9.963088
3 138.7322 21.48535* 2.116667* 9.196431* 10.74783 9.748407*

* indicates lag order selected by the criterion
LR: sequential modified LR test statistics (each test at 5% level)
FPE: Final predictor error

AIC: Akaike information criteria

SC: Schwartz information criteria
HQ: Hannan-Quinn information criteria

APPENDIX 3: COINTEGRATION RANK TEST - MODEL 1

0.05
Trace Critical
No. of CE(s) | Eigenvalue Statistic Value Prob.**
None * 0.759199 75.83606 42.91525 0.0000
At most 1 0.389045 21.73224 25.87211 0.1504
At most 2 0.076117 3.008434 12.51798 0.8755
Trace test indicates 1 co integrating eqn(s) at the 0.05 level
* denotes rejection of the hypothesis at the 0.05 level
**MacKinnon, Haug and Michelis (1999) p-values
0.05
Max-Eigen Critical
No. of CE(s) | Eigenvalue Statistic Value Prob.**
None * 0.759199 54.10383 25.82321 0.0000
At most 1 0.389045 18.72380 19.38704 0.0622
At most 2 0.076117 3.008434 12.51798 0.8755

Max-eigenvalue test indicates 1 cointegrating eqn(s) at the 0.05 level
* denotes rejection of the hypothesis at the 0.05 level
**MacKinnon, Haug and Michelis (1999) p-values
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APPENDIX 4: VEC MODEL RESULTS - MODEL 1

Error
Correction: D(NPLR) D(GDPHR) D(IR)
CointEq1l -0.019420 -0.384938 0.192745
[-2.64856] [-7.01638] [ 3.14854]
D(NPLR(-1)) 0.433484 -1.414087 0.515646
[ 2.96989] [-1.29484] [ 0.42315]
D(NPLR(-2)) [ 1.95517] -3.728989 0.998887
0.299139 [-3.25744] [ 0.78200]
D(GDPHR(-1)) 0.044823 -0.214085 -0.274200
[2.51349] [-1.60450] [-1.84172]
D(GDPHR(-2)) 0.044220 -0.010766 -0.218593
[2.87267] [-0.09348] [-1.70090]
D(IR(-1)) 0.024966 -0.289784 -0.321551
[ 1.01802] [-1.57928] [-1.57049]
D(IR(-2)) 0.020971 -0.318904 -0.045913
[0.94110] [-1.91270] [-0.24679]
C 0.027493 -2.649530 0.779059
[0.36215] [-4.66452] [ 1.22917]
GDPEU -0.008817 0.784775 -0.488901
[-0.37322] [ 4.43995] [-2.47889]
DUMMY -0.280360 -7.569796 1.769319
[-0.67004] [-2.41792] [ 0.50649]
R-squared 0.844570 0.843488 0.455671
Adj. R-squared 0.794610 0.793181 0.280707
Sum sq. resides 1.943219 108.7863 135.4465
S.E. equation 0.263440 1.971097 2.199403
F-statistic 16.90503 16.76673 2.604382
Log likelihood 2.571906 -73.90384 -78.06848
Akaike AIC 0.390952 4.415992 4.635183
Schwarz SC 0.821896 4.846935 5.066127
Mean
dependent -0.216490 -0.223684 -0.101553
S.D. dependent 0.581289 4.334240 2.593296

t - Statistics is in brackets.
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APPENDIX 5: LAG ORDER SELECTION CRITERIA FOR MODELS 2A AND 2B

Model 2a
Lag LogL LR FPE AIC SC HQ
0 -152.6687 NA 0.996241 8.508877 8.896727 8.646871
1 -31.48089 204.1057 0.002736 2.604257 3.379956* 2.880245
2 -16.54093 22.80310 0.002041 2.291628 3.455176 2.705609
3 -1.158171 21.05009* 0.001517* 1.955693* 3.507091 2.507669*
* indicates lag order selected by the criterion
LR: sequential modified LR test statistics (each test at 5% level)
FPE: Final predictor error
AIC: Akaike information criteria
SC: Schwartz information criteria
HQ: Hannan-Quinn information criteria
Model 2b
Lag LogL LR FPE AIC SC HQ
0 -171.5737 NA 2.694560 9.503878 9.891727 9.641872
1 -41.66811 218.7883 0.004676 3.140427 3.916125 3.416414
2 -25.90392 24.06112 0.003340 2.784417 3.947965 3.198399
3 -8.280768 24.11590* 0.002207* 2.330567* 3.881964* 2.882542*

* indicates lag order selected by the criterion
LR: sequential modified LR test statistics (each test at 5% level)
FPE: Final predictor error

AIC: Akaike information criteria

SC: Schwartz information criteria
HQ: Hannan-Quinn information criteria

APPENDIX 6: COINTEGRATION RANK TEST - MODEL 2A AND 2B

Model 2a
Trace 0.05
No. of CE(s) | Eigenvalue Statistic Critical Value | Prob.**
None * 0.703656 52.65523 29.79707 0.0000
At most 1 0.095204 6.438323 15.49471 0.6437
At most 2 0.067031 2.636585 3.841466 0.1044
Trace test indicates 1 cointegrating eqn(s) at the 0.05 level
* denotes rejection of the hypothesis at the 0.05 level
**MacKinnon, Haug and Michelis (1999) p-values
Max-Eigen 0.05
No. of CE(s) | Eigenvalue Statistic Critical Value | Prob.**
None * 0.703656 46.21690 21.13162 0.0000
At most 1 0.095204 3.801738 14.26460 0.8797
At most 2 0.067031 2.636585 3.841466 0.1044

Max-eigenvalue test indicates 1 co integrating eqn(s) at the 0.05 level
* denotes rejection of the hypothesis at the 0.05 level
**MacKinnon, Haug and Michelis (1999) p-values
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Model 2b.
Trace 0.05
No. of CE(s) | Eigenvalue Statistic Critical Value | Prob.**
None * 0.749414 61.06048 29.79707 0.0000
At most 1 0.195933 8.470314 15.49471 0.4166
At most 2 0.004818 0.183534 3.841466 0.6684
Trace test indicates 1 cointegrating eqn(s) at the 0.05 level
* denotes rejection of the hypothesis at the 0.05 level
**MacKinnon, Haug and Michelis (1999) p-values
Max-Eigen 0.05
No. of CE(s) | Eigenvalue Statistic Critical Value | Prob.**
None * 0.749414 52.59017 21.13162 0.0000
At most 1 0.195933 8.286780 14.26460 0.3503
At most 2 0.004818 0.183534 3.841466 0.6684

Max-eigenvalue test indicates 1 co integrating eqn(s) at the 0.05 level
* denotes rejection of the hypothesis at the 0.05 level

**MacKinnon-Haug-Michelis (1999) p-values
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APPENDIX 7: VEC MODEL — MODELS 2A AND 2B

Model 2a
Error Correction: D(GDPHR) D(NPLR) D(HE)
-0.922443 -0.049930 [ 0.24734]
CointEql [-5.96600] [-2.54020] 0.000985
-0.112141 0.038547 -0.000484
D(GDPHR(-1)) [-0.79119] [2.13930] [-0.13250]
[ 0.93815] 0.040713 -0.002039
D(GDPHR(-2)) 0.102663 [2.92657] [-0.72366]
-1.939473 0.359424 -0.025698
D(NPLR(-1)) [-1.66440] [2.42630] [-0.85640]
-3.506719 0.284364 0.020375
D(NPLR(-2)) [-2.83937] [1.81117] [ 0.64065]
-4.851897 0.669962 0.023933
D(HE(-1)) [-0.68086] [ 0.73954] [0.13042]
4.003237 0.494257 -0.013235
D(HE(-2)) [ 0.57825] [ 0.56159] [-0.07424]
-2.499916 -0.004648 -0.015759
C [-4.13581] [-0.06049] [-1.01241]
0.721709 -0.005501 0.001057
GDPEU [ 3.91998] [-0.23502] [ 0.22291]
-8.665465 0.032325 0.197234
DUMMY [-3.05297] [ 0.08959] [2.69842]
R-squared 0.828064 0.845517 0.330685
Adj. R-squared 0.772799 0.795861 0.115548
Sum sq. resides 119.5073 1.931382 0.079250
S.E. equation 2.065942 0.262637 0.053201
F-statistic 14.98349 17.02769 1.537090
Log likelihood -75.68969 2.687988 63.36228
Akaike AIC 4.509984 0.384843 -2.808541
Schwarz SC 4.940928 0.815786 -2.377597
Mean dependent -0.223684 -0.216490 -0.008171
S.D. dependent 4.334240 0.581289 0.056570

t - statistics is in brackets.
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Model 2b.
Error Correction: D(GDPHR) D(NPLR) D(HC)
CointEql -0.838701 -0.081970 0.002171
[-5.26935] [-4.28430] [ 0.37399]
D(GDPHR(-1)) 0.055950
-0.082727 [ 3.25652] -0.003670
[-0.57879] [-0.70404]
D(GDPHR(-2)) 0.102087 [ 3.16655] -0.000435
[ 0.96009] 0.040474 [-0.11208]
D(NPLR(-1)) -1.922664 0.261528 0.002169
[-1.62086] [ 1.83414] [ 0.05014]
D(NPLR(-2)) -3.143140 0.199960 0.051047
[-2.81484] [ 1.48973] [ 1.25338]
D(HC(-1)) 9.827844 -0.711336 0.127163
[ 1.56987] [-0.94527] [ 0.55691]
D(HC(-2)) -2.767120 -1.749390 -0.105113
[-0.42703] [-2.24589] [-0.44474]
C -2.364288 -0.052471 0.033611
[-4.34396] [-0.80201] [ 1.69312]
GDPEU 0.740520 -0.013508 -0.010788
[4.09471] [-0.62135] [-1.63542]
DUMMY -10.34255 -0.145092 0.015980
[-3.56610] [-0.41618] [0.15107]
R-squared 0.837548 0.869498 0.328214
Adj. R-squared 0.785332 0.827551 0.112283
Sum sq. resides 112.9151 1.631560 0.150215
S.E. equation 2.008154 0.241392 0.073245
F-statistic 16.03988 20.72848 1.519992
Log likelihood -74.61161 5.893277 51.21257
Akaike AIC 4.453243 0.216143 -2.169083
Schwarz SC 4.884187 0.647087 -1.738139
Mean dependent -0.223684 -0.216490 0.005708
S.D. dependent 4.334240 0.581289 0.077739

t - statistics is in brackets.
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ABSTRACT

In the last twenty years, many mature western market economies as well as post-socialist countries
have pursued privatisation of the enterprises in the public utilities and service sectors
(telecommunications, oil and gas industry, electricity, water supply, railways etc) that were
traditionally in the state ownership and whose goods and services were generally provided by the state
for many decades. The countries of South East Europe, including Croatia have also followed that path
but with considerable time-lag. In these sectors which are often characterised by monopolistic market
structure careful regulation prior to privatization proved to be crucial in order to protect consumers
and prevent market abuse by the new private owners. Introduction of well regulated market framework
was necessary even in the markets without monopoly but with oligopolistic or limited competitive
market structures. More reliance on private companies in provision of goods and services in the
utilities and public service sectors have brought different beneficial effects and some economic and
social gains, however accompanied at the same time with some costs and social repercussions. The
cost-benefit balance sheet nevertheless seems uneven and the costs and benefits differ for different
categories of beneficiaries (consumers, employees, state, private owners, shareholders and
stakeholders)

The paper aims at identifying underlying economic and social impacts of privatisation within the oil
and gas industry on the business performance and corporate efficiency, the quality of the management,
quality of services delivery, prices; equity, investment and employment. In establishing these impacts,
the research strives to assess and identify the general economic and social gains of privatization
transactions in the public sector in Croatia so far.

The text will focus on experiences of privatisation of the Croatian INA oil and gas industry and
analyse if expected benefits and improvements in company performance were accomplished in the
post-privatisation period. The results would be analysed also in comparison to the selected countries of
Western Balkans and new EU member states.

The analyses would attempt to find out if bringing in the strategic foreign investor MOL (Hungarian
Oil and Gas Company) into the INA’s ownership and management structures resulted in visible
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improvements of company’s business performance to the benefit of the consumers, employers as well
as the Government as a residual owner of the company.

We examine selected performance indicators in several areas of company post-privatisation business
performance, including revenues, investment rates, profit rates, earnings per employee, level of
employment, quality of services and prices.

The period under review is the immediate period after privatisation of the initial government stake of
25% plus one share and gradual acquiring of control by MOL i.e. the power to exercise decisive
influence on INA (2004-2009), but whenever possible the data horizon is expanded to better perceive
the starting position. Apart from the quantification of the effects, the assessment of the impacts would
also be based on the range of qualitative indicators collected through field research.'

1. INTRODUCTION

In the last two and a half decades, the industries that have been traditionally in the state
ownership such as telecommunications, oil & gas industry, transport and many other network
industries and utilities have witnessed a tremendous scope of privatisations throughout the
world?, with an aim of improving market performance and global competitiveness of such
enterprises, but also of changing a set of incentives that could guide improvement of their
corporate governance and management performance.

Why privatize public services and utilities at all? Is the ownership change of these enterprises,
which are often natural monopolies really necessary and could we accomplish the
improvements of their business performance by introduction of competition in the sector and
through better management? The motivation for selling the public utilities for the government
was mainly twofold: badly needed privatization revenues for the budget and improving
market competition. The crucial economic motivation behind it was the expectation that by
improving efficiency of public companies a significant cascading impact on the other sectors
would be achieved in terms of lowering production input costs, thus improving total factor
productivity and increasing competition in the whole economy. Empirical evidence in many
countries shows that organizational restructuring of state-owned enterprises, their
privatization, corporatization and deregulation of markets have made network industries and
utilities more efficient both in terms of business performance and delivery of services.’
Moreover, a key argument that guided widespread privatization in these sectors in the last
twenty years is that, relative to state-owned utilities, private owners and service providers who
face competition have stronger incentives to better control operational costs; adopt new
technologies and innovation in business processes and services, as well as have more efficient
management practices, accounting standards etc. Although the most visible gains have been
found in more commercial utilities such as telecom and oil industry, other infrastructure
sectors have also made substantial although uneven advances in various areas of corporate
performance when faced with an increased competition.

' This paper is based on the results of the study ,,The privatization of public services sector in Croatia and SEE:
Assessment of major pains and gains’, which was financed by LSE Programme on South Eastern Europe and
Latsis Public Benefit Foundation.

* The scope of privatization transactions in 2000-2007 related to companies in the public utilities and network
industries in OECD countries measured by the privatisation proceeds are estimated to close to US$ 487 billion,
scaling down only during the financial and economic crisis. The largest share relate to countries such as France,
Italy and Germany with traditional dominance of state ownership in the public sectors.

3 For a comprehensive overview of experiences based on examination of about 300 empirical studies on
privatization effects in 125 countries over the last 15 years see Megginson, 2005, Megginson and Netter, 2001;
Djankov et Pohl, 1998; Wallsten, 2002; World Bank, 2004b; OECD, 2009, etc.
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One of the other main motivations behind the public infrastructure and services’ privatization
is the expectation that it will make price reform a policy priority and that competition among
providers would initiate much needed products and services’ prices downtrend. Examination
of theoretical and practical arguments on the debate “privatization versus competition” in
public utilities and services seem to present more arguments in favour of the position that that
these two processes should not be substitutes but complements, i.e. “privatization and
competition” (Megginson, 2005; OECD, 2009).

The intention of this paper is to analyse to what extent the expected gains were materialised
and mirrored in the post-privatization performance indicators in the case of the Croatian oil
and gas industry INA.

The structure of the paper is organized as follows. Following the introduction, in the second
chapter we deal with importance of regulation and introduction of competition into public
services and utilities sectors. The third chapter tackles the legislative framework and stages of
privatization of Croatian oil and gas industry INA. The core of the analyses is placed in the
fourth chapter, which tackles the main post-privatization performance indicators of INA as
well as selected comparisons with the new EU members and SEE countries. The final, fifth
chapter brings concluding remarks and identifies the questions and areas for future research.

2. “VISIBLE HANDS” OF REGULATING STATE IN PUBLIC UTILITIES AND
SERVICES

While the process of privatization in other industrial sectors has been based on a quite a
substantial process of liberalisation and deregulation to introduce contestable markets, the
“visible hand” of regulatory state was however, quite oppositely, very much needed for
sectors that were traditionally experiencing the market failure in providing services, i.e. where
they could not serve the needs of public based exclusively on competitive market conditions.
This is particularly needed for sectors where competition is limited or absent (such as
electricity, telecommunications, postal services, oil, gas and water supply etc.) and there
regulation should make a desirable degree of competition actually viable.

Significant institutional preconditions and safeguards should be met if privatization shall lead
to achieving the public interest objectives (World Bank, 2004b). Replacing state monopoly
with the private one would not be economically and socially very meaningful. The regulatory
intervention is the first necessary step when privatising state-owned monopolies in order to
prevent the possible market abuse of the private monopoly especially in periods when
competition of new entrants to the market is not strong enough to successfully limit dominant
market position of the privatised monopoly. The regulative framework is set up with an aim to
encourage competition and ensure equal opportunities for all entrants to the market and
prevent and discourage monopolisation. It also aims to ensure that the dominant player, which
often happens to be ex-state monopoly, does not abuse its dominant market position at the
expense of consumers, but also at expense of other providers of the services at the market.
This does not relate only to one monopoly or a sector, as the cumulative non-competitive
practices usually have negative spill-over effects in other sectors too. Therefore prior to
privatisation two separate but closely related regulatory frameworks should be in place:
competition agency (anti-trust agency) and independent sectoral regulators which deals with
specifics of each public monopoly.

The key benefits sought from independent regulators are to shield market interventions from
short-term political interventions in order to ensure long-term market stability and economic
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objectives, and to avoid the influence of particular interests, either by the entities being
regulated or other non-governmental groups. Such economic regulators are expected to ensure
market discipline while protecting consumer interests, to facilitate open access to the core
infrastructure of the network and to preserve social objectives (OECD, 2003). However,
creating regulatory institutions that render decisions legitimate to citizens and credible to
investors has proven to be the most challenging issue of every infrastructure reform program
(World Bank, 2004a). Effective design of regulatory agencies as well as implementation of
key regulatory principles are crucial for the success of market reform in these sectors — they
should primarily be independent, properly staffed and with technical and legal expertise.

If these regulative frameworks are in place, privatizing the enterprises with natural monopoly
status can lead to higher economic welfare than the one which could stem from unregulated
markets (Lopez de Silanes, 2005). As many experiences have shown, especially in developing
countries (Saha and Parker, 2002) replacing the public monopolies with private ones would
lead to no beneficial welfare impacts without regulation. On the contrary, consumers would
be most likely exposed to the so called “monopoly abuse” costs with an increase of poverty
for the lower-income population. Hence, wider diffusion and distribution of the economic and
social benefits of privatising these sectors may not reach its purpose in the initial period if
there is no regulation. It may even increase instead of decreasing the poverty of poorest
households and population segments. “It is not self-evident that private markets decrease
poverty; on the contrary it may even exacerbate it” (Cook et al, 2003, p.11).

The careful regulation in these sectors acts than as a sort of “surrogate” for competition
especially in early stages of introduction to ensure that “market failures” are corrected to the
benefit of all consumers and citizens (Cook et al, 2003).

The regulative role of state to ensure competition and the equal footing for all the market
players has therefore been central in all the countries which embarked into the process. The
state, however, has an ambivalent position that often poses potential “regulatory trap” if the
regulative functions of state are not carefully separated from its own ownership interests
(World Bank, 2004b; OECD, 2009) * Therefore, the separation of ownership and regulatory
functions of the state deserves special attention when establishing regulatory framework.
While being beneficial for introducing competition and business efficiency in the public
sector, at the same time the regulation may have also adverse effects on the employment level
of regulated industry. In other words, for the state as an owner - there are disincentives to
regulate effectively in order not to harm its own interests. For that reason, it is of crucial
importance that regulatory agencies have as independent status as possible from entrenched
political and government interests that could be realized at the expense of other market actors
and enterprises, leading towards the short term political gains but reducing economic benefits
from regulation and increasing economic costs for an economy as a whole (Vickers and
Yarrow, 1989; Galal et al, 1994, Cook et al, 2003). The regulative agencies thus should
ensure the fair conditions for business for all subjects in the industry in question. Regulatory
state sometimes could be “captured” by its own or public enterprise interests, be it political or
economic (for instance by economic and political elite: members of government, influential
members of political parties, etc.). As Cook at al. (2003) rightfully note, regulatory bodies
may be staffed from the members of these elites and influence its decisions substantially.

* In practice though, the separation of the ownership and regulatory function by the government is far from being
perfect and often the interests of competitors, consumers and minority shareholders in the partly privatized entity
may be endangered, especially in the early stages of privatisation (OECD, 2009). The solution is therefore to
have from government independent sectoral regulator to ensure that regulatory functions do not lean towards
ownership interests of the state.
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These are all issues that should be kept in mind when developing efficient regulatory
framework for introducing competition and privatisation of public services and utilities.

3.  PRIVATISATION OF PUBLIC MONOPOLIES IN CROATIA: INITIAL
LEGISLATIVE FRAMEWORK FOR INA

Croatia has started to privatise the state owned public services and utilities relatively late as
compared to the most advanced transition economies from Central and Eastern Europe (CEE)
which joined the EU in 2004. For instance, Hungary privatised the first 8% of MOL shares
already in 1993, thus being the first oil and gas industry in the Central and Eastern Europe to
be privatised (Buzady, 2010; Antal-Mokos and Toth, 2006)). The privatisation in CEE was to
a large extent driven by the integration process with the EU, and in Croatia such motivation
was mostly absent since it stayed outside the mainstream integration process for the whole
decade of 1990s. Later on however, the privatisation of the large public enterprises became
also vital for the Croatian reform agenda, particularly after signing Stabilisation and
Association Agreement with EU in 2001 and especially after becoming a candidate country in
2004.

The possibility for privatisation of the public utilities and services in Croatia was for the first
time shyly opened by the adoption of the Privatization Law (1996) which replaced the
previous Law on Transformation of Socially Owned Enterprises (1991)° that guided
privatization transactions in the initial period. The new 1996 law for the first time has
mentioned the horizon for process of privatization of public utilities (oil and gas company,
energy production and distribution, rail and road transportation, water and forestry
management etc.), which remained outside of the mainstream process on the basis of
governmental decree from 1991 by which they were nationalized (declared 100% state-
owned) due to their strategic importance. By the 1996 law the need for restructuring of these
companies through privatization was acknowledged and legislator also took the attitude that
these enterprises would not be held indefinitely in state hands. However, it was stipulated that
each company in these strategic sectors would be privatized by the separate legislation
approved by the national parliament.

As for the energy sector, after a long preparations and discussions, the Parliament has finally
reached agreement on its initial privatization and in April 2002 passed the Law on
privatization of INA®, the state oil and gas monopoly (allowing the sale of the first 25% plus
one share to strategic foreign investor), and the Law on privatization of HEP’ (energy
production and distribution), opting for sale through the initial public offering. The portions to
be sold on stock exchange were determined by the government later. Both laws on
privatization of INA and HEP have been prepared with substantial assistance of foreign
advisor (Price Waterhouse) which was selected through international public tendering
process.

After long bidding and selection process®, in 2003 the Government approved the sale of the
initial 25 per cent plus one share stake to MOL, the Hungarian oil and gas company for US$
505 million, thus exceeding the planned privatisation revenues.

> Zakon o pretvorbi drustvenih poduzeca /Law on Transformation of Socially Owned Enterprises/, Narodne
novine /Official Gazette/ 19/91, April 1991.

6 Zakon o privatizaciji INA - Industrija nafte d.d., Narodne novine /Official Gazette/, No. 32, 2002.

7 Zakon o privatizaciji Hrvatske elektroprivrede d.d. (HEP), Narodne novine /Official Gazette/, No. 32, 2002

¥ MOL outbid the Austrian OMV and other 10 competitors including Russians, thus confirming its plans for
regional expansion and becoming leading regional MNC in petrochemical industry.
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3.1. The motivations for privatisation of INA oil and gas industry

For the whole decade of 1990s INA stayed outside of the privatisation process as the
Government of Croatia declared it an enterprise of strategic importance for the economy and
therefore kept it 100% owned by state.” However, the plans for integration with the EU
which became realistic after the year 2000 pushed ahead also the privatisation process in the
public enterprises sector.

The actual privatisation of the oil and gas industry was postponed until 2003 and adoption of
INA Privatization Act (2002). At the time of privatisation INA was by far the most valuable
public sector company in Croatia and leading regional petrochemical company. Being among
largest companies in Croatia in terms of total revenues and employment, it remained very
important for the Croatian economy also after privatisation especially in terms of its
contribution to the GDP and generating the Budget income via different taxes. To illustrate,
with EUR 3.8 billion of total sales revenues INA in 2008 represented 9.5% of GDP of
Croatia. Due to impact of crisis the share dropped in 2009 to about 7% of GDP. The total
VAT, excises and other taxes that INA Group'’ paid in 2009 amounted to HRK 1.7 billion,
which represents a share of 4.6% in total VAT revenues of the Consolidated General
Government Budget.

The company was however traditionally under high influence of politics which especially had
an impact on the selection of the top management through the political appointments, thus
easy to control by leading political nomenclature. Although such position could indeed offer
company a powerful shield, it was not all the time in the company’s best interests as it was
often used as a “cash machine” for different government appetites. Such situation of course
affected the privatisation plans which were delayed when looked comparatively to the CEE
countries.

The motivation for privatisation was somewhat different at the company level and at the level
of Government as an owner. The search for strategic partner within INA was motivated by
need of intensive commercial restructuring of state-owned company; the need for introduction
of modern corporate governance and improvement of cost-efficiency and product factor
efficiency; new capital investments especially for technological modernisation and
advancement of company - all to improve the possibilities to better compete with other major
market players in the region of SEE. In particularly competitive pressures were coming from
the Austrian OMV and MOL which started to expand, acquire stakes in other companies and
reposition their market shares as well as production capacities especially in the region of SEE
and neighbouring CEE countries (Slovakia, Slovenia, Romania, Croatia). For comparison, the
Table 1 brings overview of the main acquisitions and main investors in the CEE and SEE.

? INA became a joint stock company in full state ownership in 1993.
" Calculated by the authors on the basis of data from INA Annual Report 2009
(http://www.ina.hr/UserDocslmages/g_izvjesca pdf/gi 2009 _eng.pdf)
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Table 1. Privatization of national oil and gas companies in selected SEE and CEE countries

Country % of shares acquired [Foreign investor Year of
privatization of|
initial tranche

Croatia 47.16 of INA MOL Hungary 2003

Hungary 21.2% of MOL Surgutneftegas Russia [1993

25.8% of MOL Different foreign
institutional investors
730, Czech Energy CEZ
Macedonia 100% of OKTA Hellenic Petroleum 1999
Greece
Slovakia 08.4% of Slovnaft MOL Hungary 1999
Romania 51% of OMYV Austria 2004
PETROM

Bosnia and 67% of Energopetrol  [[INA/Mol consortium  [2005

Herzegovina

Montenegro 54,53% of Jugopetrol [Hellenic Petroleum 2002

Greece
Serbia 51% of NIS Gazprom Neft Russia [|2008
Bulgaria 58% of Neftochim LUKOIL Russia 1999
Burgas AD

Source: Compilation from company’s official web pages

In case of INA it was considered that entry of strategic partner in the ownership structure
would be not only most profitable for the company on the longer run, but also for the state
Budget, both in terms of net proceeds from privatisation as well as earnings via dividends,
notwithstanding the overall gain for the national economy if the company becomes more
efficient.

The main push and momentum for privatization of INA was however built by the immediate
need for increased Budget income as some of the substantial cost items (such as return of debt
to pensioners by the rule of Supreme Court'') could not be covered by ordinary Budget
income and without increasing proceeds from privatization. As elsewhere, both in the mature
market economies and transition economies, many governments have enthusiastically
embraced privatization of large public utilities and services, mostly because they bring large
revenues without having to increase taxes.

"""Such a debt was accumulated during the 1991-1995 war in Croatia as the Government kept the pension levels
lower then accumulated in State Pension Fund in order to finance defence of the country. Later on after the rule
of the Supreme Court in 1998 the debt was fully acknowledged and it was agreed that this should be returned to
the pensioners in several tranches.
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3.2. The privatization of INA oil and gas industry: snapshot on stages

The privatisation of INA was implemented in several stages. The process started under
stipulated conditions of a separate Law on Privatization of INA that was enacted by Croatian
Government in 2002 (Official Gazette 32/02). Under this legislation 25% plus one share was
to be sold to a strategic partner; 15% of shares is to be sold by a public auction at the stock
exchange; 7% of the total stock was assigned for war veterans and members of their families;
while additional 7% is to be sold to present and former employees on discounted prices. The
Law on Privatisation of INA with its Amendments in 2006 has envisaged that the
Government would decrease its ownership stake towards retaining only about a 25% plus one
share after Croatia joins the European Union. This would enable the Government to veto any
major strategic change without its consent.'”

In the first instance on 10™ November 2003, the 25% plus one share was sold to Hungarian
MOL for about 505 million USD. MOL (Hungarian Oil and Gas Company) was considered
as the best option for strategic partner and in this process MOL acquired 2.5 million of
originally issued INA’s shares. At that time it was one of the largest foreign investments
coming from the another transition economy, followed by the OTP bank acquiring of Nova
Banka in 2004 for Euro 236 Million."

In the second instance, in 2005 another 7% of the value all INA shares was transferred to the
Croatian War Veterans and their family members without compensation.

The Croatian Parliament on 22 July 2005 adopted a decision to continue with the privatization
process of INA and formed a Commission which would take care of the process. The third
stage of privatization process started in 2006 and it was marked by initial public offer of 15%
of ordinary INA shares to the Croatian citizens on preferential terms.

The fourth stage was implemented in 2007 and involved the privatisation of further 7% of
INA’s shares to the present and former employees on a discount to the nominal price of 1%
for each working year. As a result of this the Croatian Government reduced its share below
50%.

The next stage of the privatization process came on 5™ September 2008 when MOL gave a
voluntary public takeover offer to acquire additional shares of INA, which resulted with rise
of its share in INA ownership to 47.16%.'* Finally, the Croatian Government share after five
privatization stages reduced to only 44.84% thus becoming a second largest shareholder in the
company.

MOL’s operative control over INA, including control of majority of management board
members, regardless of the fact it does not own over 50% of the company by the First Annex
to the Contract on mutual relationship between shareholders, dated 30 January 2009, whereby
MOL has the right to appoint five out of nine members of the Supervisory Board and 3 out of
6 members of the Managing Board, with a veto vote of the CEO, appointed by MOL.
Consequently, MOL, under the contract, has a prevailing influence on the business conduct of

'> The concept of Law on Privatization of INA seems strikingly similar to the Privatization Act of MOL in 1993.
See Antal-Mokos and Toth, 2006.

1 Sass, M. (2009) Services OFDI: the case of Hungary, Version of 30th August, 2009. Institute f Economics,
Budapest. p. 13

¥ MOL has invested in total USD million 1,167.48 to acquire 47.16% of INA, according to Sass, M et al.
(2010): “The dominance of virtual indirect investors: the case of Hungary”. KTI, Budapest. The more detailed
data on “Survey of Hungarian Outward Investments”, ICEG and Vale Columbia Centre on Sustainable
International Investment, January 21, 2011, available at: http://www.icegec.hu/download/EMGP-Hungary-
Report-2010-Final19jan.pdf
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INA. This topic has provoked hot political debate in Croatia', which further escalated since
10 December 2010 when MOL issued yet another offer for takeover of a majority ownership.
It is interesting to note that the Government of Croatia considered the last offer as a hostile
takeover and complained that it was not notified about this business move of MOL thus
considering this situation as endangering of mutual strategic partnership of two largest single
shareholders of INA. At the end of January 2011 it was evident that MOL intentions failed as
it managed to overtake only 0.1% of the shares to reach a total of 47.26%, while the Croatian
pension funds bought 4.15%. However, one investment fund originating in Cyprus allegedly
acquired further 1.44% of shares, following which on March 15, Croatia's stock market
regulator HANFA suspended trade in INA shares trying to identify the investors, after the
share price reached the all-time high.

The possibility remains that this 1.44% of unknown Cyprus Fund, together with the remaining
2.31% still held by other private investors could be sold to MOL, eventually reaching the 50%
plus one share target. All that implies that the situation without majority owner will likely
continue until Croatia enters to the EU, when the government stakes might be for sale again.
Unless, of course, the initial privatization legislation would not be entirely altered, as it was
recently announced by the Government.'®

4. SELECTED INDICATORS OF THE POST-PRIVATISATION BUSINESS
PERFORMANCE

In this section, we would attempt appraise evidence and find out if bringing in the strategic
foreign investor MOL into the INA’s ownership and management structures, has eventually
resulted with visible improvements of company’s business performance to the benefit of the
consumers, employers as well as the Government as a residual owner of the company.

We examine qualitative and quantitative indicators in several areas of company post-
privatisation performance, starting from revenues, investment rates, profit rates, earnings per
employee, level of employment, quality of services, prices, etc.

The period under special review is the period after privatisation of the initial government
stake (25%), and bringing in the MOL management into the company i.e. 2004-2009, but
whenever possible the data horizon is expanded to better see the starting position and
developments in performance of INA thereafter.

4.1. Net revenues in the post-privatisation period

Although new entrants came to Croatian retail market of oil even prior to privatization, INA
continued to exploit its “close to monopoly” position at the Croatian market also after MOL
bought the initial 25% plus one share of its capital and its revenues continued to grow and
almost doubled from 2002 to 2008. The significant fall of net revenues was registered in
2009, due to combined influence of economic crisis, high oil prices and low gas prices at
domestic market. However, from the Figure 1 below it is evident that the growth of MOL
revenues was significantly more dynamic than the growth of INA, enabling MOL to overtake

"> The Parliament even formed a special Parliamentary Commission to investigate the privatization process of
INA, after the arrest of Mr. Damir Polancec, ex- Minister of Economy and Vice-President of the Croatian
Government.

' This option however which was announced recently in the attempt of the Government of Croatia to block
MOL from acquiring the majority ownership of INA, would undermine the legitimacy of the legislative
framework for investments in Croatia and would most likely bring more harm than benefits in the long run.
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some of the INA’s market position in the region. While in 2002 MOL had net revenue 2.5
times larger than INA, the ratio grew to 3.75 until 2009.

The reasons for the widening of the revenues gap between INA and MOL Group could be
found in rather low prices of domestically produced gas (when compared to the European
prices) which were heavily regulated and determined by the Croatian Energy Regulatory
Agency (HERA) and controlled by the Croatian Government having in mind more social then
market logic. Additional reason is that INA continued to import oil at higher prices dominated
at the Mediterranean market, while MOL as a larger market player had better access to both
Russian oil and gas at much lower prices. Furthermore, by expanding its activities across the
region of SEE and intensively acquiring stakes of other companies with a vision of becoming
a regional leader on the market, the MOL Group has exploited its chances for increasing both
revenues and profits on this market within the period examined.

Figure 1. INA Net Revenues, 2002-2009 (€ min)
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Source: Annual Financial Reports of INA and MOL, 2002-2009

4.2. Capital investments

One of the important motivations for privatisation and bringing in the strategic foreign
investor into INA was the need for advancing capital investments in technology
modernisation for both exploiting and production of gas and oil in order to keep up with the
competition at the market. The scope of long-term investment activities is also an important
indicator of expanded business performance in the post-privatisation period.

The company’s financial reports indicate that contrary to the widespread public perceptions in
Croatia, there were quite some investments into the exploitation and production facilities
especially in gas production and exploration projects in North Adriatic of INA with Italian
partners. Total capital expenditures in the 2005-2009 were at the level of €2.3 billion, while
the investments into the long term assets totalled around €500 million. Within the period
examined there were also significant investments into the modernisation of two refineries in
Rijeka and Sisak, Modernisation of refineries especially intensified during 2008-2009,
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resulting in the doubling investment rate from 11% of net sales revenues in 2007 to 20.2% in
2009."

Figure 2. Total investmentsin the long-term assets, 2005-2009 (% net sales)
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Source: INA Annual reports 2003-20009.

The quite opposite perception was echoed in some of the interviews conducted for this study'®
in which the average ratings point out to a rather low to moderate levels of investments
increase in INA in post-privatization period. According to the assessments expressed in
interviews, the possible reasons for the pretty low capital investment rate in the first years
after privatisation could be found in “wait and see” attitude from both sides until the majority
ownership of MOL is to be achieved. Additional reason was the lack of sufficient revenues
and profits to be reinvested, as the price policy of Croatian government was lead by social
prices for gas, which led INA into losses on this segment of market. Also, for the last couple
of years (2008 -2010) the impact of global financial crisis and high oil prices was substantial
what also resulted with a more cautious approach towards investing into long-term assets.

Interview Question: What has been the impact of privatisation on capital investments of INA?

4.2.1.1 AVERAGE RATINGS
1 2 very sma?I’ I . > .
Decreasein No further e of moderately substantially
capital . ease increased capital | increased capital
investments Investments capi al investments investments
Investments

Source: In-depth interviews with the selected experts and stakeholders.

In comparison with other SEE countries, only Romanian oil and gas company Petrom had
higher rate of capital investments (% of total revenues) than INA; although in 2008 its rate
exhibited sharp fall while the one of INA continued to grow (see Figure 3). Other companies

' Privatisation agreement from 2003 obliged MOL to invest $1.5 billion in R&D and modernisation of Rijeka
and Sisak refineries in the 5 years.

'8 In 2010 the authors of the paper conducted several interviews with independent experts, members of the
present and ex- management and supervisory boards and other stakeholders such as trade unions, consumers
associations etc for the study “The privatization of public services sector in Croatia and SEE: Assessment of
major pains and gains”, which was financed by LSE and Latsis Public Benefit Foundation.
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— Serbian NIS, Montenegrin Jugopetrol and Macedonian OKTA) — also exhibited increase in
their capital investments, however, at a much slower pace (with the rate below 10%).

Figure 3. Rate of capital investments of INA compared to companiesin SEE region, 2004-2009
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Source: Company’s Annual Reports, 2004-2009

4.3. The level of indebtedness measured in debt/equity ratio

However, since the intensive capital investments have been mostly financed by loans and not
by own funds, this had worsen a financial position of company and caused the steep surge of
debt/equity ratio. Following the slow growth of net revenues and stagnating value of equity,
INA showed a substantial surge of net debt to equity ratio throughout the period under review
as a result of increased investment activities and substantial a fall of profits due to controlled
prices of natural gas and fuels. However, without having perception of some political
economy factors, it would be hard to understand and precisely isolate the factors behind
increase of INA's debt throughout the period under review. Some of the in-depth interviews
held shed some more lights on possible reasons for that.'’

A part of increased debt was used to finance investment in long-term assets, which increased
from 9.4% of net sales in 2005 to a very high 20.2% in 2009. Total capital expenditure in the
2005-2009 was € 2.3 bin and increased indebtedness is by large to be attributed to extensive
capital expenditures within period

The comparison with main competitors in the neighbouring area also shows the surge of debt
to equity ratio especially in 2009, which was especially tough year for INA.

' The rate of capital investments almost doubled when MOL overtook the lead in terms of ownership in 2008,
after gaining additional 22.7% of total INA’s equity capital. Such situation, according to opinion of several
interviewed experts, opened the doors towards MOL gaining majority ownership and thus investing into
improving capacities for production was a more sensible business decision as compared to situation when the
majority ownership was in hands of Croatian Government.
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Figure 4. Debt/equity capital ratio of INA, Mol and OMV, 2005-2009
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Source: INA, MOL and OMV Annual Reports 2003-2009

4.4. Profit rates and investment

Delayed restructuring, large investment in production facilities, together with subdued prices
of natural gas, controlled by the Croatian Government, resulted in worsening of the main
business performance indicators. In 2008, ratio of EBITDA to net sales for INA fell to only
7%, with a significant recovery in 2009. The company went into red with the 1.4% operating
loss ratio to net sales in 2008 to only slightly recover in 2009, and more significantly during
2010 when it managed to return to profitability path at both operating and net profit levels™.
Other two companies also recorded significant worsening of EBITDA and operating profit,
although the figures remained relatively high.

As for return on capital, all 3 companies converged at a low level and MOL and OMV lost
most of its advantage in these indicators compared to INA, especially in the 2008-2009 due to
impact of economic crisis.

% According to unaudited and consolidated 2010 Financial Report INA reported a net profit of US$283 million
(‘available at: http://www.ina.hr/UserDocsImages/investitori/objave/2011/Q4 i 2010_eng.pdf’)
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Figure 5. EBITDA, operating profit, ROE and ROCE of INA, MOL and OMV, 2005-2009
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Source: Annual Reports of INA, MOL and OMV, 2005-2009

When compared to the performance of the oil companies in the selected new EU member
states (NMS) Hungary, Slovakia and Romania, it is evident that all 4 companies under review
experienced a downward trend in earnings in 2008 following the effects of the economic
crisis, to recover notably in 2009 (apart from Slovnaft).
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Figure.6. EBITDA of INA compared with selected oil companiesin EU NMS— MOL (Hungary), Petrom
(Romania), Sovnaft (Jovak Republic)
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Source: Annual Reports of Mol, INA, Petrom, Slovnaft, 2004-2009

Several interviewed independent experts and ex-management board members when asked to
elaborate on that have stressed:

”INA has entered into difficult and downtrend business performance precisely due to profound
impact of the state administration and politics on its top management. Namely, by insisting on the low
levels of gas prices, the losses for the company were unavoidable. It is unfair to expect from the
commercial company to implement the social policies that should be in the state domain and solved
within the other state bodies”.

Couple of other interviewed experts argued:

“There is misconception in the wider Croatian public that the responsibility for bad performance leis
on the shoulder of INA's strategic partner MOL. On the contrary the responsibility lies in the
management and supervisory board members selected by the Government mainly as political
appointees. They did not invest enough in the future of company as they were led by “ wait and see”
logic which considered that it would be unwise to invest into the company with uncertain majority
ownership” .

4.5. Employment and productivity of labour after privatisation

Throughout the post-privatization period under review (2005-2009) INA (but also MOL) has
not decreased the number of persons employed that stayed around 16,000. In autumn 2010,
INA announced a plan to restructure and reduce employment by 9% i.e. by some 1.500
employees. This is a first plan for reduction of the redundant workers since the company was
privatized and therefore the privatization process itself had a little influence on that area.
However, it should be emphasised that such a situation was not a voluntarily process.
Namely, there was a clause within Privatization Agreement with the MOL, according to
which INA would not lay-off workers within a 5-year period after the privatisation.
Therefore, the productivity gains in this period have not been achieved at the expense of
decreasing the number of employed in the company.

Nevertheless, despite that the labour productivity of INA measured by net revenues per
employee doubled in 2004-2008 period, from €118,999 in 2004 to €225,950 in 2008,
dropping only in 2009 to 170,265 per employee.
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Figure 7. Net revenues per employee for INA Group, 2002-2009, in EUR
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Comparisons with the privatised oil and gas companies in the SEE shows that such an
agreement was not the case for their national oil and gas industries when they were privatised,
as they experienced an extensive reduction of number of employed, especially for instance in
Romanian Petrom after it was bought by Austrian OMV, which reduced the number of
employed from initial 50,010 in 2004 to 27,470 in 2009. Namely, to obtain short-term
improvements in company performance, rather severe cuts in the number of employees took
place around privatised industries both in mature and emerging market economies.
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Figure 8: Decrease of number of employed in selected SEE, 2004-2009
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The comparisons of INA and MOL with the OMV group show a significant difference in
policy towards the reduction of number of employed. Namely OMV Group dramatically
reduced the number of employed in the companies it acquired during their privatisation
process, as it was struggling to reduce costs instantly to keep competitive. As a consequence,
labour productivity in INA remained at a level significantly lower than in the OMV, which
cut the operational costs and increased productivity through laying-off a significant number of
redundant employees in the companies it bought.

Figure 9. Number of employed personsin INA, MOL and OMV, 2005-2009
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Source: Compiled by the authors from INA, MOL and OMV Annual Reports, 2005-2009.

4.6. Increased competition at retail market: impact on market shares and prices

While the other segments of the business benefited from involvement of MOL as strategic
partner, in terms of retail services at domestic market, INA seems to be stagnating after
privatisation especially when compared to the main competitors. This area is now
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acknowledged to be somewhat neglected and management board often emphasise that more
efforts would be put into developing this area in the immediate future.”'

Several interviewed experts for this study have singled out this area as the one where
INA lost competitive advantage at the domestic market in the last 4-5 years. The reasons
specifically mentioned include very low investment in the retail network, loss of the strategic
locations of the filing stations as the traffic shifted to a large extent towards newly built
highways, where INA did not invest enough in opening new petrol stations.

INA has been facing increased competition in the retail market in Croatia, especially
in the retail of oil derivates, losing the former exclusive position in oil refining, wholesale and
retail. Although no new refineries built in Croatia, opening to imports and activities of the
competitors in building new petrol filling stations led to increased competition in retail. While
MOL was rather successful in increasing its position in the region, as measured by the
worldwide number of filling stations, the number of stations owned or operated by INA in
Croatia and abroad stagnated.

Figure 10. Number of filing stations of INA at home and abroad in comparison to the main competitors in the
region
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After privatisation of INA it was expected however that for the petrol and gasoil retail
market, the MOL's market share should have increased in Croatia from 5-10%, i.e. to 55-
65%, with the higher margin for the highways stations relevant market and also higher margin
if calculated through turnover. The Agency for Protection of Market Competition however did
not allow that development and imposed the sale of Crobenz, an INA subsidiary with 14
petrol stations countrywide, while the MOL was allowed to retain its subsidiary Tifon, with
40 petrol stations. In May 2010 the agency rejected the application of Croatian Petrol Station
to buy Crobenz, and finally Crobenz was sold to the Russian Lukoil. The following figure
shows the market shares (by the number of petrol stations) in 2008, prior and (supposedly)
after merger and sale of Crobenz. The market share of market leader INA has supposedly
increased from 55.4% to 58.7% (INA and Tifon combined), while the share of Lukoil
increased from 1.3% to 3.1% by acquiring Crobenz from INA.

21 “INA in 2009”, presentation of Mr. Bojan Milkovic, Chief Executive Officer of INA, available at:
http://www.ina.hr/UserDocsImages/investitori/objave/prezentacije/agm prezentacija eng 180510.pdf
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Figure 11. Retail market shares by number of petrol stations
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According to the INA Annual Report, in 2009, despite lower sales, INA Group's share
in the Croatian derivates retail market share was 54.47% and the domestic network share was
estimated at 55.04%.

Regarding retail prices for oil derivates, the Agency concluded that the differences in
the price level for particular companies are insignificant due to effective regulation of the
highest prices of diesel, petrol and LPG by defining reference price (Mediterranean CIF —
Genoa) and limiting price margins and additional costs. Apart from that, overall tax on fuels
is as high as 55%, and it is decreasing the difference in the final retail prices.

For the natural gas wholesale and retail, the Agency found no threat to competition
while MOL was not competitor in the market before the merger, and therefore there was no
change in market shares following the merger. Apart from that, MOL expressed its intentions
to separate and sell the gas trade and retail business. Although Croatian Government
negotiated with MOL on buying the ,,gas business* i.e. ,,Prirodni plin* company. Gas Master
Agreement, signed in January 2009 by the two largest shareholders of INA, the Croatian
Government and MOL, provided for a gradual increase in gas prices and selling the whole
,»Zas trading business* back to the Croatian state. However, INA sold the regulated gas
storage business ,,Podzemno skladiste plina d.o.0.“ to the state-owned Plinacro, for €68
million, while in December 2009, a new Amendment to the Gas Master Agreement was
signed with postponement of the takeover until December 1, 2010 and in November 2010 the
Government announced a decision not to proceed with the takeover yet.

Therefore gas trading business remained with INA, although as a separate business
(,,discontinued operation” in reports) and, despite of the agreement provisions of regarding
natural gas pricing policies, generated a loss of € 136 million in 2009, while the ,,continued
operations® recorded a net profit of € 84 million, which represents an increase of 75% above
the 2008 figure. The main reason for the loss is that the wholesale prices of natural gas were
kept subdued at a level significantly lower than the import prices.
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However, in 2010 the company returned into positive trends with € 131 million net
profit, due to (according to the financial statement of the company) increased production,
effects of investment in production, increased prices and significantly lowered loss in gas
trading business (€ 46 million), due to increased prices of natural gas.

Having in mind that ,,Plinacro®, 100% owned by Croatian Government has taken over
the transport and storage business, although INA is the sole wholesale distributor of natural
gas in Croatia, and gas price is fully regulated by state until August 2011 there is no
immediate threat for consumers in a way that MOL would be in position to exploit its market
position. Joining the EU would bring access to the gas market also to other competitors what
would be beneficial for the further liberalization of the market.

In market of storage of processed oil products, the Agency found that the existing
market share of INA (70-80%) would further increase by adding the capacities controlled by
MOL (0-5%), however, the increase is not very significant and while there are low barriers of
entry, there would be no negative impact in the relevant market.

As for the wholesale of oil derivates, the Agency concluded that, in spite of high
combined market share of INA and MOL, there is no threat to market competition while
tariffs are eliminated for imports from the EU countries and the barriers to entry for new
competitors are rather low i.e. market is contestable.

4.7. Corporate governance effects

The post-privatisation business performance of INA also mirrors the effects of the process on
corporate governance and on the management of the company. The agreement of selling
initial tranche of INA (25% plus one share) to MOL also contained the MOLs participation in
the management and supervisory boards, as INA had two tier corporate management
structure. By this agreement MOL’s participation in company management by acquiring two
leading management positions in the Board of Directors (finance and corporate services) was
not proportional to the ownership acquired in INA at that time. That remained a source of
controversy to present days as according to widespread public and media perceptions, the
initial agreement was poorly designed and resulted in far too weak Government’s influence on
the operational performance of INA and its future business development to protect vital
national interests.

In October 2008, the new Contract on mutual relationship between shareholders was signed
and by the Annex to the Contract signed in January 2009 and becoming the largest
shareholder MOL gained the right to appoint a majority, i.e. five out of nine of Supervisory
board members, while the Croatian Government appoints two of them one of which is the
Chairman of the Supervisory Board, whereas employees appoint one member. By becoming
the largest shareholder, MOL also has the right to appoint the President of Management board
and half of the six Management board members. In the case of balanced number of the votes
on decisions made by the Management Board, dominant voice is that of the President of the
Management Board appointed by the MOL. To conclude, under the new strategic partnership
contract January 2009, MOL has obtained prevailing influence on the business operations of
INA

The change made it easier to manage the company on a daily basis what was reflected already
in performance indicators in 2009 and especially in 2010.
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Interview Question: How would you assess the political influence of the state administration on the management
decisions of INA after privatization?

4.7.1.1 AVERAGE RATINGS

1 2 3 4 Dom?nant
No impact Little impact Moderate High impact ,
impact

Source: In-depth interviews with the selected experts and stakeholders.

Some of the interviewed experts however have quite different opinion and note that:

“One could speak about profound impact of the state on management of INA for the whole
period until MOL actually became the largest shareholder when it actually took the leading role in
management board. Snce the actual privatisation of the first instalment of 25% plus one share the
Government actually continued to manage INA asit actually stayed a public enterprise.”

Blocking efficient corporate governance by the opposing interests of two strong shareholders
in INA was reflected in higher costs of capital and increase of indebtedness.

In analyses of the stages of MOL becoming a leading regional multinational company Buzady
(2010) and Antal-Mokos and Toth (2006) stressed that MOL’s corporate governance
strategy in the acquired companies in the region was to build up synergy and common
interests stressing partnership/mutual benefits and eliminating “we — they” attitudes. However,
this strategy was not an easy one in INA, as due to absence of clear ownership majority, the
decision-making process was sometimes difficult due to conflicting objectives of two sides.
For instance, achieving faster cost-efficiency and improved retail competitiveness was not
possible due to impossibility to reduce the redundant labour. Also, further liberalizing the
prices of oil and especially the gas has been introduced only rather gradually as social
objectives outweighed the goals of improving the business performance, etc. The situation
become a bit easier for MOL after taking a lead in the management board in 2009, after
becoming a major shareholder (47.16%). However, having two major shareholders without a
clear ownership majority would continue to pose difficulties in decision making process
which is based on consensus. “We and they“ divisions in the management and supervisory
boards still exists in practice as it was demonstrated by the last developments in December
2010 when MOL gave another voluntary takeover offer to the small shareholders of INA.

4.8. Regulation, competition and market performance

In Croatia the regulation of energy activities are implemented by the Croatian Energy
Regulatory Agency (Hrvatska energetska regulatorna agencija- HERA) which has been
founded in 2004 as an autonomous, independent and non-profit public institution based on the
Act on the Regulation of Energy Activities ("Official Gazette" 177/04 and 76/07). HERA is
responsible for its work to the Croatian Parliament. Nevertheless, HERA is not fully
independent yet in its decisions from the Government. While the first EU regulatory
independence principle i.e. separation of the national regulatory authority (NRA) from the
regulated firms is fully respected the second one i.e. efficient isolation of the NRA from
political intervention is not fully met, although regulatory framework is in preparation.

Namely, while the market of oil products is more liberalized but controlled in terms of
formation of market prices by defining reference price (Mediterranean CIF — Genoa) formula
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and limiting price margins and additional costs, the prices of natural gas are still almost
completely regulated and very much influenced by the Government interests and its social
considerations. Any increase of gas prices should be approved not only by HERA but also by
the Ministry of Economy and Government itself, thus indicating that there were no complete
separation of powers between the regulator and the government bodies in Croatia. This has
led towards having significantly lower prices of natural gas for households if compared to the
EU countries, but also subsidized prices for industry. Such a policy has indeed harmed
business performance of INA, which was mentioned in the earlier chapters of the analyses.

While being beneficial for the lowest income population, it was at the same time benefiting
also higher income households as the prices were not sensitive to income census.

One other point was also singled out by number of interviewees:

“It seems not logical that the state should subsidize the prices of gas for higher income population.
Even less logical is to provide preferential prices for some industrial enterprises which are very
profitable and completely privately owned. Even more, what logic could Government have to provide
subsidized gas prices to shopping molls (all private) or retail chains?”

The changes in legislation enabled the liberalisation of prices in 2010 for industrial and other
customers, except for households which still enjoy subsidized prices of natural gas.

The liberalization of gas prices is an important task for Government prior to joining the
European Union. So far the gradual approach has been applied in order to avoid steep increase
of prices which as a consequence would have a negative cascading impact on competitiveness
of the industry as well as on well being of the citizens, especially poor. In the course of 2010
the Government has prepared legislative framework for strengthening the electricity and gas
market by application of third package of the EU energy legislation”, By this package HERA
would become more independent from government in regulative decision making as well as in
regulating the formation of prices and tariffs of gas and oil derivates, for which no final
approval by the Government would be necessary. All the required lows are expected to be
adopted in 2011 which would enable the implementation of the III package of the EU energy
legislation.”

The regulation in the energy sector is complemented with the work of Croatian Competition
Agency (CCA) which takes care about respecting the principles of the Competition Act
(Official Gazette, n0.79/09) and provides assessments of the market concentrations in the oil

22010 Pre-Accession Economic Programme, Government of Republic of Croatia, January 2011.

 Third energy package was formally adopted by the Council of the European Union European Parliament on 25
June 2009. It stipulates further liberalisation of gas and electricity markets. The package strives to establish
common rules for the internal market in electricity; common conditions for access to the network for cross-
border exchanges in electricity; establishing an Agency for the Cooperation of Energy Regulators; common rules
for the internal market in natural gas and regulated conditions for access to the natural gas transmission
networks. Key features of the package include: a) efficient unbundling of energy supply and production from
network operations; b) ensuring fair competition between EU companies and third country companies; c)
strengthening of the powers of the national regulators and d) creation of a European energy agency. The key
features of this legislative package will take legal effect between 2011 and 2013, as the member states have 18
months for transposition of third energy package into their national legislation. (available at: http:/eur-
lex.europa.eu/JOHtml.do?uri=0J:1.:2009:211:SOM:EN:HTML)

178



The Ninth International Conference:* Challenges of Europe: Growth and Competitiveness — Reversing the Trends’

derivates market in Croatia. Croatian Competition Agency also controls the activities of the
company with dominant market position (INA) and identifies relevant markets of products.

5. CONCLUDING REMARKS

The common feature of the privatisation of the oil and gas industry both in the West and post-
socialist countries, including Croatia is that the process has been performed in an incremental
way, i.e. by selling the state assets in several tranches or stages. That may be prudent in terms
of allowing the sufficient time for building-up a complex regulatory framework for guiding
the competition and price formation of the players at the market. On the other side, however,
with partial privatisation, the Government was in position to benefit from the efficiency gains
which private investors bring into the company without giving up the control over the
enterprise (OECD, 2009, p.41). The other reason for privatising “in portions” which also
proved to be relevant when contextualising the experiences of privatisation of INA oil and gas
industry, is related to the political economy of the process. Namely, the opponents of the
privatisation which are very reluctant to the idea of selling the strategic enterprises from
public sector tend to take the situation of gradual and piecemeal sale of “family silver” with
more understanding. Also by selling a portion of equity to the citizens at discounted prices in
later stages, the Government expended a “constituency in favour” of privatization.

While continuing to cause controversy in public on beneficial impacts of privatizing the
utilities sector, careful examination of the performance indicators of INA oil and gas industry
shows that it has also brought several gains. To start with the breach of decade’s long
interface with political nomenclature and process of de-politicisation of the company’s
management could be considered an important outcome of privatisation of INA. This process
is especially evident after MOL gained the operational control over the company, as the
company was traditionally under strong influence of politics in terms of staffing management
and supervisory boards by political appointees, as well as using company assets as cash
machine for different political interests that were coated as “strategic national” ones. After
MOL prevailed in management board, the direct impact of politics decreased although was
not eliminated, but could not be dominant any longer in terms of everyday business operation
of company. The impact of government and politics would continue however to be strong in
shaping further the legislative environment for future portions of privatisation as well as
through regulation of the market in the sector, especially when it relates to gas trading.

Both quantitative and qualitative data presented in this paper indicate that so called “strategic
partnership” of foreign investor and the Government had ambiguous impact on corporate
governance of INA. In the first stage, 2003-2008 every strategic decision was based on the
full consent of Board members and as the Croatian Government still held nominal majority of
shares, it was very important what it had to say about important strategic business directions
of the company. Later on, in January 2009 after MOL gained operational majority in the
Management Board, the principle remained respected. However, the President of the Board
which is now placed by MOL is in position to make the final decisions if the number of votes
is undecided. Hence, the influence of the Board members placed by the Croatian government
in making operational decisions in INA has decreased accordingly. The evolvement of the
change of ownership in INA (originally envisaged by the Privatisation Law 2002 and its
Amendments in 2006) did not materialise at the pace planned and such situation was reflected
in inability to exercise efficient management control over the company. The evolution of the
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ownership towards the majority shareholder might be much healthier for the company, as
recent events of fighting over majority ownership have clearly demonstrated it.

Another important impact of INA’s privatisation is contribution to further development of
capital market in Croatia while involving several hundred thousands of small shareholders
into the process (Calopa et al, 2008). Voluntarily takeover offer by MOL in 2008, and
especially the last one from December 2010, has brought a significant impact on the trading
volume of the Zagreb Stock Exchange. Furthermore, MOL brought into INA modern
business and accounting expertise as well as corporate management knowledge and skills’
synergies of a stronger regional partner in company management (Buzady, 2010; Kolotay,
2010). The new management skills have been mirrored in the improved financial
performance of the company already in 2009, but especially in 2010. Apart from that, like in
other companies it acquired (such as for instance Slovnaft), MOL strives to upgrade the fuel
quality standards and ensure effective competition on the Croatian oil product market by
adapting INA’s output to international standards.

The examination and assessment of post-privatization performance indicators of INA oil and
gas industry points to improvements in the operating and financial performance of the
company and noticeable increase in output, sales, cost-efficiency, capital investment spending
etc. especially when MOL gained the prevailing operational control over the company in
2009. Apart from the harsh influence of world economic crisis in 2008 when INA went into
red with loss of operating capital to net sales of -1.4%, company performance was satisfactory
measured by most of performance indicators, such as net revenues, EBTIDA and operational
profit, as INA was in position to exploit the “close to monopoly” status at the market. On the
other hand, however, the restructuring of the company initiated by the strategic partner has
been accompanied with some costs too. For instance, company indebtedness due to high
capital investments has shown tendency of worsening and vulnerability even prior to crisis
what was reflected in worsening of its net financial position.

The post-privatisation performance of INA should be also contextualised in terms of wider
socio-economic and welfare implications. In this analysis we focused on the two: employment
levels and consumers’ welfare. As for the immediate social impacts on the employment level,
thanks to initial contract of privatization, the reduction of the number of persons employed
was not possible in the first five years and INA kept about 16,000 its employees. Laying-off
the redundant workers was postponed to 2010 when the redundancy programme was
concluded involving 1,500 employees. Compared to the main competitors, the cost-savings
and cost-efficiency were not achieved at expense of the employees so far, and social costs of
privatization of INA were not that profound as elsewhere in the region such as for instance in
Romania and Bulgaria, however this would be unavoidable in the future. Nevertheless, the
announced reduction of labour for 9% would still remain modest as compared to other new
EU member states and SEE countries, who all suffered from excessive employment in oil and
gas industry.

The other social impact, i.e. the one on consumers’ welfare has also been modest and
controlled compared to the new EU member states experiences. The reason for that is the
commercialisation of company operations, which included the gradual liberalization of prices
of oil derivates much before privatization and also through introduction of competitors on
retail market. The other segment of the market that relates to gas trading was very strictly
controlled in terms of tariffs, that it did not pose major shocks to the consumers, especially to
households, but also to industrial and other business companies, which enjoyed the subdued
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prices until 2010. This situation would substantially change in the future and joining EU will
cause the further increase of prices for households. Nevertheless due to increase competition,
the prices for industry and other large consumers might even decrease what would be
beneficial for all the sectors that heavily rely on energy inputs.

The limited inventory of the economic and social gains and costs of privatization of INA
presented in this paper is rather robust and far from being exhausted and would continue to
interest both academic and business analysts as time-horizon extends. Even after almost a
decade, the company did not manage to evolve towards getting majority owner since the
privatisation of the initial tranche and this situation is reflected in its performance. Having two
strong major shareholders which are not always partners due to opposing interests keeps on
blocking efficient management of the company. The ownership jigsaw seems still very much
work in progress, and recent announcements from the government indicate that it would
remain to be so for some time. Nevertheless, the logical evolution would be further increase
of MOL'’s share towards reaching the majority threshold and bringing its operational control
to stem from his ownership rights, what will enable further improvements in corporate
governance to the benefit of business performance of the company, public interest, workers
and consumers.
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ABSTRACT

The decades preceding the outbreak of the financial crisis in August of 2007 were a period of
exceptional stability for the US economy. A number of studies over the past decade proposed
different theoretical rationales and underpinning empirical evidence to explain the so-called
Great Moderation. These explanations can be categorized in three main groups: good luck;
good policy; and good practice. This study reviews and evaluates the growing literature on the
sources of the Great Moderation. We find that substantial debate still surrounds the
underlining causes of reduction in output volatility, and suggests new aspects to expand the
existing studies.

1. INTRODUCTION

The analysis of the short-run output volatility occupies a prominent place in macroeconomic
research. This analysis has been driven by theoretical concerns about the causes of short-run
output volatility and by an important policy question, how to manage and reduce this
volatility.

The decades preceding the recent crisis had been a period of unprecedented stability for the
US economy. In particular, Kim and Nelson (1999) and McConnell and Perez-Quiros’s
(2000) analysis of the US quarterly GDP growth rates in the period after World War II
revealed a large decline in the short-run volatility after 1984. The contrast was sufficiently
marked to be characterised by the literature as “The Great Moderation”.

Over the past decade new facts stimulated the search for theoretical explanation of the change
in short-run output volatility. This review focuses on developments and challenges in the
growing literature about the sources of the Great Moderation. The proposed theoretical
explanations and underpinning empirical evidences are categorized in three main groups:
good luck; good policy; and good practice. Accordingly, the review is organized as follows.
Section 2 discusses studies which point to good luck, or a decrease in the frequency and
severity of exogenous economic shocks, as a cause of reduced volatility. Contrary to good
luck hypothesis, the other two hypotheses argue that a change in the way the economy
accommodates shocks is the key to the output volatility decline. Section 3 considers
improvements in economic policy as a major source of recently observed economic
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smoothening. Section 4 reviews the evidence suggesting that change in inventory
investments, change in access to external finance or labour market changes are the most
probable reasons for changes in output volatility. The last section summarise the main
findings and proposes possible new lines of enquiry.

2. GOOD LUCK

Short-run aggregate economic fluctuations are commonly viewed as a result of various
economic shocks which are further transmitted through propagation mechanisms. Hence, if
output volatility has changed since the early 1980s, then it must be due to a reduction in the
size of the underling shocks or an attenuation of propagation mechanisms, or both.

The first attempt to distinguish between these two sources was Blanchard and Simon’s (2001)
analysis of the first-order autoregressive model (AR) for the US economy. Namely, if we
assume that output growth follows an AR process

Ay, =u+¢Ay,  +u,, u~N(@0.0"), |¢|<1 (1)

where Ay, stands for quarterly growth rates of output. ¢ is the autoregression coefficient

whose value measures persistence of the effects of economic shocks on output, that is, the
strength of the propagation mechanism. The error term u, symbolizes economic shocks. The

standard deviation of output o then is

0, =— )

Therefore, the lower o, and/or¢, the lower the short-run output volatility will be. Blanchard

and Simon’s (2001) estimates of the AR(1) model over a twenty quarter rolling sample from
1952 to 2000 suggest that the autoregression coefficient declines slightly, but does not show a
clear time pattern. In contrast, the pattern of the standard deviation of the regression residuals
closely mimics the pattern of the GDP growth rate standard deviations suggesting that the
Great Moderation is mainly caused by smaller shocks rather than weaker propagation.

Stock and Watson (2002) advanced Blanchard and Simon’s (2001) idea. Arguably, the
process which generates output growth is much more complex than its univariate AR(1)
representation. Therefore, Stock and Watson (2002) employed a four variable vector
autoregression (VAR) model to analyse output volatility. They estimated a VAR model over
the 1960 to 1983 and 1984 to 2001 time periods separately and calculated counterfactual
variances of quarterly GDP growth rates, that is, the variances of GDP growth rates that
would have arisen had either the regression coefficient matrix or the errors variance-
covariance matrix taken values from different time periods. The counterfactual which
combined the first period economic shocks and the second period economic structure
produced a standard deviation of the GDP growth rate of essentially the same magnitude as
observed in the first period. The counterfactual which combined the first period economic
structure and the second period economic shocks produced a standard deviation of the GDP
growth rate very similar to the standard deviation observed in the second period. These results
suggest that the economic structures of the two periods are interchangeable. Correspondingly,
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Stock and Watson (2002) identify changes in the shocks as the cause of the Great Moderation.
The studies of Ahmed, Levin and Wilson (2004), Primiceri (2005), Sims and Zha (2006) and
Kim, Morley and Piger (2008) which adopted and further developed this approach
corroborate these results. For example, Primiceri (2005) estimated a time varying structural
VAR model to assess possible changes in the US monetary policy from 1953 to 2001.
Contrary to Stock and Watson (2002) his model allows a gradual change in both the model
parameters and in the variance covariance matrix of shocks. According to Primiceri’s (2005)
results both systematic monetary policy (modelled through changes in the parameters of the
monetary policy function) and non-systematic monetary policy (modelled through changes in
the residual of the monetary policy function) have changed (improved) during the last 40
years. Yet, the counterfactual simulations suggest these changes were of minor importance for
changes in the US economy. Exogenous non-policy shocks seem to be much more important
explaining the increased stability of unemployment and inflation over the considered period.
Taken together, these studies provide considerable empirical evidence in support of the good
luck hypothesis. However, although compelling, this empirical evidence is subject to
critiques.

In particular, it is ambiguous whether the observed change in VARs residuals can be
interpreted as a change in exogenous economic shocks. As it is well known, VAR models
lack a clear theoretical background; hence, it is possible that the results of VAR models are a
product of misspecification rather than the genuine changes in economic shocks. For example,
Taylor (1998, 2000) argues that smaller economic shocks have simply not been observed over
this period. Economic shocks over the decades preceding the outbreak of the financial crisis
in August of 2007 which include the international saving and loan crisis in the 1980s; the first
and second Iraq war oil shocks; Latin American, East Asian and Russian financial crashes;
the September 11 terrorist attack on the US and the subsequent attacks in the UK and Spain;
various climatic catastrophes; do not seem to be smaller or less frequent than shocks before
1980s. Hamilton (2005) suggests that nine out of ten of the US recessions between 1948 and
2001 were preceded by a spike up in oil prices. Frequency and severity of oil shocks from
1966 onward have not, however, coincided with output volatility reduction (Summers, 2005).
Blanchard and Gali’s (2007) find that effects of oil price shocks on the economy has
weakened in the US during the Great Moderation, suggesting that the US faced an improved
trade-off in the face of oil price shocks of a similar magnitude. Gambetti, Pappa and Canova’s
(2008) results of time varying coefficients structural VAR model in which structural
disturbances are identified using robust sign restrictions obtained from a structural dynamic
stochastic general equilibrium (DSGE) model suggests that reduction in output volatility is
caused by the changes in the way the economy responds to supply and demand shocks as well
as changes in the size of economic disturbances. The results of VAR analyses also seem to be
sensitive to variables specification. For example, Ahmed, Levin and Wilson (2004) attributes
50 to 75 percent of reduction in output volatility to changes in economic disturbances. On the
other hand, Stock and Watson’s (2002) results attribute almost 90 percent of changes to good
luck. These studies leave considerably different amounts of reduction in output volatility to be
explained by changes in propagation mechanisms, although they are the same kind of VAR
models with only slight differences in their specification. Finally and most importantly, the
proportion of the reduction in output volatility that is attributed to a change in economic
disturbances appears to be inversely related to the size of the model. In particular, Giannone,
Reichlin and Lenza’s (2008) counterfactual analysis based on one small VAR, two larger
systems of six and seven variables and a VAR with nineteen variables revealed that, whereas
in the small models the change in propagation mechanisms explains none of the decline in
output volatility, in the large model the change in propagation mechanisms explains the entire
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decline in output volatility. In macroeconomic models economic shocks represented by error
terms correspond to features that are either exogenous to the model or that are not understood.
The more detailed the model, the smaller the shocks should be and the more limited their
contribution to output volatility should be compared to the contribution of propagation
mechanisms. Accordingly, Giannone, Reichlin and Lenza’s (2008) results suggest that the
literature which explains the Great Moderation as a consequence of a decline in economic
shocks is based on the models which simply did not include enough information and were
therefore misspecified.

These critiques cast serious doubt on the evidence based on VAR models. To avoid these
objections Stock and Watson (2003), Arias, Hansen and Ohanian (2007), Leduc and Sill
(2007), Justiniano and Primiceri (2008) and Canova (2009) consider theoretical DSGE
models. For example, Leduc and Sill (2007) constructs a sticky prices DSGE model in which
monetary policy is assumed to follow a Taylor type rule and exogenous disturbances are
assumed to arise due to total the factor productivity (TFP) and oil shocks. The model is
simulated by using different combinations of the pre- and post-79 parameters for monetary
policy, TFP and oil shocks. The counterfactual analysis suggests that changes in monetary
policy account for only 17 percent of the decrease in output volatility between the pre-1979
and post-1979 periods, implying that the change in the TFP and oil shocks accounts for the
overwhelming amount of the output volatility reduction. Arias, Hansen and Ohanian (2007)
simulation of the standard Real Business Cycle (RBC) model reveal that, when included in
the model, the observed reductions in TFP volatility after 1983 are sufficiently large to
produce the amount of output volatility reduction observed in the US economy. As the
authors themselves noticed, this should not be surprising because the volatility of TFP is the
only source of output volatility in the RBC model, and because the observed decrease in the
magnitude of TFP volatility between 1955-1983 and 1983-2003 was about 50 percent, that is,
almost identical to the observed decline in the output volatility. To take into account the
possibility that other shocks are responsible for the Great Moderation they consider the
Burnshide and Eichenbaum’s (1996) model. In this model output volatility, apart from the
TFP shocks, is caused also by the government spending shocks, labour-leisure preference
shocks, and intertemporal preference shocks. The counterfactual simulations suggest that
changes in these shocks are not able to contribute significantly to a change in output volatility.
So, the reduction in TFP shocks remains a major driver of the Great Moderation.

Although these studies, by employing the theoretically based general equilibrium models, to
some extent, avoid objections that their results are a product of misspecification these
analyses still can be criticized on several grounds. First, these analyses did not consider the
possibility that a reduction in output volatility may be caused by the change in economic
structure. The lack of a test for possible effects of the change in economic structure does not
only make these analyses incomplete, but is an indicator of a more serious problem. The
initiating factors of output volatility in these DSGE models are economic shocks. This is
widely accepted in the literature. The way output persistence is formulated in these models,
on the other hand, can be matter of dispute. Namely, economic shocks are formulated as an
AR processes. For example, in Leduc and Sill (2004) shocks follow an AR(1) process with a
correlation coefficient of ¢ = 0.95; in Arias, Hansen and Ohanian (2007) the shocks follow

an AR(1) process with correlation coefficient values of ¢ =0.95, ¢,=0.98, ¢,=0.99, ¢,=0.99.

This indicates that the models’ propagation mechanisms are not strong enough to generate the
persistence which is observed in the output data. To facilitate replication of the persistence
observed in output data authors introduced the autocorrelated shocks. This approach is
standard in the DSGE models literature, but when the objective is to test for the cause of
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output volatility reduction it can be inappropriate. Shocks modelled in this way do not only
represent economic shocks but also the economic propagation mechanisms. Hence, the effects
of a change in the size of economic shocks on output volatility are magnified due to the fact
that shocks are assumed to be autocorrelated, compared to the case when the economic
propagation mechanisms are explicitly built into the model. Justiniano and Primiceri (2008)
acknowledged this problem by the interpretation of the estimates obtained from large New
Keynesian model. In particular, they counterfactual analysis indicated a sharp reduction in the
volatility of investment specific technology shock as the dominant explanation of reduction in
output volatility. However, they argue that the reduction in output volatility due to the
reduction in investment specific shocks may arise actually from the reduction in financial
frictions and that their model, although large, is not rich enough to test this alternative
explanation. The results from DSGE models also seem to be sensitive to the type of model
used for the analysis. For example, using a three-equation New Keynesian model Canova
(2009) finds that both, changes in the parameters of the monetary policy rule and changes in
the wvariability of shocks have support in the data. Yet, only combination of the two
explanations can account for a decline in the variability of output over time.

3. GOOD POLICY

The notion of a passive monetary policy as an explanation for the higher output volatility in
the pre-1984 period was introduced in the literature by Clarida, Gali and Gertler (2000). Their
estimates of the forward-looking version of the Taylor rule revealed substantial difference in
the values of regression coefficients in the pre-Volcker period (1960-1979) compared to the
Volcker-Greenspan era (1982-1996) suggesting that the Federal Reserve was reacting more
aggressively to deviations in output and inflation during the second period. In particular, the
response coefficient of the Federal funds rate with respect to output fluctuations, vy, rose from
0.27 to 0.93. The response coefficient of the Federal funds rate with respect to inflation
fluctuations, B, rose from 0.83 over the pre-Volcker period to 2.15 in the period after 1982.
Estimates of the Federal funds rate responses to inflation suggest that monetary policy not
only responded more aggressively to inflation in the Volcker-Greenspan era, but also that its
actions were destabilizing rather than stabilizing for the US economy from 1960 to 1979.
Namely, in the general equilibrium models built on rational expectations assumptions, like the
sticky prices New Keynesian model used by Clarida, Gali and Gertler (2000), <1 leads to
equilibrium indeterminacy. This occurs because insufficiently aggressive monetary policy
creates an opportunity for self-fulfilling expectations, that is, for the so called sunspot shocks.
In the case when B<I an increase in the expected future inflation rate by one percentage point
induces a rise in central bank’s (CB) nominal interest rate by less then one percentage point.
Consequently, a rise in the rate of the expected inflation leads to a reduction in the anticipated
real interest rate. A decline in the anticipated real interest rate raises aggregate demand, output
and inflation in the subsequent period. Therefore, the initial increase in economic agents’
inflation expectations is confirmed. In this case the economy will be vulnerable not only to
changes in economic fundamentals but also to sunspot shocks. On the contrary, in the case
when B>1, a rise in the CB’s nominal interest rate is sufficient to increase the anticipated real
interest rate, suppress aggregate demand and offset changes in inflation and output. Hence,
the economy will be volatile due to fundamental shocks only. In the general equilibrium
models with a limited role for rational expectations, as in the backward looking Keynesian
models for example, an insufficiently aggressive monetary policy f<I leads to an unstable or
explosive equilibrium. For example, a rise in inflation rate caused by increased aggregate
demand in this case brings down the real interest rate due to insufficient response of the CB’s
nominal interest rate. A decline in the real interest rate increases aggregate demand and cause
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an additional rise in inflation and output. So, the economic shocks are not offset but are rather
enhanced by monetary policy reaction.

According to Clarida, Gali and Gertler’s (2000) findings the US monetary policy did a
considerably better job in insulating the US economy from economic shocks in the Volcker-
Greenspan era than before. Using different approaches, other studies corroborate these results.
For example, Lubik and Schorfheide (2004) first showed how to estimate a DSGE model
under a passive monetary rule allowing for sunspots, and provided econometric tools that
allow for a systematic assessment of the quantitative importance of equilibrium indeterminacy
and the propagation of fundamental and sunspot shocks in the context of DSGE model.
According to the considered New Keynesian model the US monetary policy in the Volcker-
Greenspan period is consistent with determinacy, whereas the monetary policy in the pre-
Volcker period is not, which supports Clarida, Gali and Gertler’s (2000) findings that the US
monetary policy in the pre-Volcker period had contributed to aggregate instability and that the
policy became more stabilizing during the Volcker-Greenspan period. Bullard and Singh
(2008) employed a multiple countries open economy New Keynesian model to explore the
world equilibrium determinacy conditions. In brief, their analysis suggests that in the open
economy setting, where economic shocks are transmitted across borders, the determinacy of
worldwide equilibrium depends on behaviour of policymakers worldwide. Even if the
monetary policy in a country is performing appropriately the country may still be exposed to
sunspot volatility due to inappropriate policy in some other country or countries. The
possibility of equilibrium indeterminacy is larger as the size of the economy which follows an
equilibrium determinacy inconsistent policy is larger compared to the size of an economy
which follows appropriate monetary policy. The estimates of the forward looking version of
Taylor rule for the three largest economies in 1969-1979 (the US, Japan and Germany) and
1990-2004 (the US, EU and Japan) suggest that over the 1970s only the US followed a
monetary policy consistent with equilibrium determinacy conditions. Since the size of the
other two economies was relatively large, this suggests that sunspot shocks were probably
disturbing the US economy over the 70s although the US monetary policy was consistent with
equilibrium determinacy. On the other hand in the 90s only Japan followed an equilibrium
determinacy inconsistent policy. Relatively small size of the Japanese economy compared to
the size of the US and EU economy together suggest the US economy probably mitigated the
effects of sunspot shocks which originated in Japan. In line with Clarida, Gali and Gertler
(2000) results of Boivin and Giannoni’s (2006) analysis of a VAR model over the pre- and
post- 1980 period also provide evidence of a change toward more aggressive response of
monetary policy to inflation in the second period. Furthermore, their counterfactual analysis
of the structural macroeconomic model suggests that the change in monetary policy explains a
significant part of the reduction in output volatility in the second period.

Taken together, the good policy hypothesis is theoretically plausible. It is consistent with
considerable amount of evidence that suggests a change in the US monetary policy since the
early 1980s (see also, Taylor 1999; Romer and Romer 2002; Cogley and Sargent 2002, 2005),
and it is supported by Boivin and Giannoni (2006) and Canova’s (2009) findings that detected
change in monetary policy is a quantitatively important determinant of the decline in output
volatility. This view, however, is not unanimous. Several studies, including Primiceri (2005),
Sims and Zha (2006) Canova and Gambetti (2009) argue that estimated changes in the US
monetary policy had negligible effect on output volatility. Furthermore, it is not clear in
which way the conduct of monetary policy has changed in the Volcker-Greenspan era.
Orphanides (2004) argues that the change in the US monetary policy was a change to a less
rather than more aggressive monetary policy. Following Orphanides (2001) he estimates the
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identical forward looking monetary policy reaction function as in Clarida, Gali and Gertler
(2000), but using real time data. In particular, Orphanides (2004) use the forecasts prepared
by Federal Reserve Board staff to the Federal Open Market Committee, known as the
Greenbook, to construct data time series. The estimates of the monetary policy reaction
function based on these data suggest considerably different results. First, the results suggest a
striking similarity in policy response to inflation deviation in the two periods. The estimation
of B is only slightly higher for the period since 1979 than before. Second, it seems that
monetary policy responded less aggressively to deviations in the output gap after 1979. The
estimated value of y for the period 1979-1995 is more than twice as small as the value for the
period before 1979. These results imply that the period of economic instability associated
with the pre-Volcker period coincides with the period of an excessively activist monetary
policy. The recent period of low output volatility coincides, on the other hand, with a less
aggressive policy. The observed reduction in output volatility after the early 1980s can be an
outcome of monetary policy improvement. Yet, the improvement in monetary policy does not
necessarily mean a more aggressive policy. It could also reflect a shift from policymakers’
overconfidence in their ability to stabilize output, to more modest, but attainable objectives.
According to Orphanides (2004), in cases when real time data are noisy optimal policy is the
one which responds more cautiously to output and inflation innovations than would be the
case if accurate data were available to policymakers. The aggressive stabilization policy
could, in fact, by its reaction to false output and inflation disturbances, be a source of
economic instability. As a result, an efficient policy that properly accounts for the noise in the
data might seek for a balance and call for less activism than may be appropriate in the absence
of this noise.

4. GOOD PRACTICE

Several studies argue that output volatility after 1984 was lower due to structural changes in
the US economy. Explanations suggested by the literature include inventory investment
improvements, changes in access to external finance and labour market changes.

4.1 Inventory Management Improvements

To understand the possible relationship between inventory management improvements and
reduction in output volatility it is instructive to consider the standard inventory identity.

Y, =S, +Al 3)
where Y is production, S represents final sales and 47 denotes the change in inventories; that

is, inventory investment. From equation (3) the relationship between variance of production
and variances of sale and inventory investment is

'Orphanides (2001) argues that the monetary policy empirical literature is based on unrealistic assumptions
about the time of data availability and its accuracy. The empirical studies in this field generally use the ex-post
revised data of nominal, real, and potential output and of inflation for analysis of historical time series. In that
way they implicitly assume that these data were available to policymakers at the time of their decision making.
But, at the moment of decision making the data that are available to the policymakers (real time data) are
forecasts or at best preliminary values of these data. The existence of the wedge between real time data, which
are actually used by policymakers, and ex post revised data, can bias econometric estimates and yield a
misleading description of the historical pattern of monetary policy.
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Var(Y,)=Var(S,)+Var(Al,)+2Cov(S,,Al) 4)

The firms that seek to minimize costs will in their response to changes in final sales manage a
change in production and inventories in the most cost effective manner. The standard version
of the production-smoothing model of inventories predicts that the variance of final sales
should be larger than the variance of production due to the negative covariance between sales
and inventory investment. The negative covariance should arise as a result of the cost of
producing and costs of changing production (Blanchard, 1983). Under the standard
assumption of decreasing returns the firm’s cost function is convex; hence it is optimal for the
firm to minimize short-term changes in production through changes in inventories. In other
words, inventory investments are expected to act as a buffer, moving in the opposite direction
to final sales. Yet, historically the opposite has been true (Ramey and Vine, 2005). Empirical
evidence has been more supportive of the accelerator model of inventories, which suggests
that firms want to maintain some desired inventory-to-sales ratio due to the cost of being
away from some target level of inventories (Blanchard, 1983). According to this model, it is
optimal for a firm to move inventories in the same direction as final sales. Consequently, the
covariance between final sales and inventory investment should be positive and the firm’s
production should be more volatile than final sales. In other words, inventory investments will
enhance output volatility rather than act as a buffer between sale and output changes.

Explanation that attributes reduction in output volatility to improvements in inventory
investment is based on the accelerator model of inventories. McConnell and Perez-Quiros
(2000) and Kahn, McConnell and Perez-Quiros (2002) argue that the widespread
implementation of information technology (IT) caused fundamental changes in the nature of
production and distribution, and in their relation to final sales. In particular, IT advances
enabled application of the so called “just-in-time” approach to inventory management.
Methods of electronic scanning and bar codes made possible automatic restocking based on
real time sales data. Both of these methods aim to reduce stocks of inventories necessary for
firms’ “normal” functioning. Hence, their application should reduce the desired inventory-to-
sales ratio, and according to the accelerator model of inventories, decrease output volatility.
IT advances enabled also a better monitoring of sales reducing the time between moment
when a change in final sales occurs and the firm’s management becomes aware of it.
Computer controlled machines enabled greater flexibility of production, which makes it
possible to cut down on the time between production decisions and sales realization. Taken
together this enabled better anticipation and prompter reaction to final sales changes which
reduce the deviation of inventories from their targeted level. The result is lower inventory
investment volatility and, due to a positive covariance between inventory investment and final
sales, lower output volatility.

Empirical evidence reported by Kahn, McConnell and Perez-Quiros (2002) consist of four
main findings: a) compared to nondurable services and structures, the standard deviation of
durable goods most closely replicates the behaviour of output standard deviation.
Furthermore, the standard deviation of durable final sales in the period after 1984 fell less
than standard deviation of durables production. According to equation (4), the only way this
can occur is through a reduction in inventory variance or a decline in final sale and inventory
investment covariance; b) the results of output growth variance decomposition show that a
decrease in final sales variance can only account for 13 percent of the output variance
reduction. In other words, it attributes 87 percent of this reduction to a decrease in inventory
investment variance and to a change in final sales and inventory investments covariance,
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which changed its sign from positive to negative between the first and the second period; c)
the analysis of the inventory-to-sales ratio pattern reveals a clear downward trend in this ratio
after the early 1980s; d) a visual inspection of inventory-to-sales ratio deviations from the
targeted level suggest that these deviations were much smaller after the early 1980s than
before. This empirical evidence has been subject to serious critiques.

The finding that the variance of production declined more than the variance of final sales is
sensitive to the frequency of the considered data. Stock and Watson’s (2002) analysis of four-
quarter growth rates revealed that the standard deviation of production and final sales dropped
by essentially the same amount. Moreover, contrary to Kahn, McConnell and Perez-Quiros’s
(2002) evidence, this proportional decline is observed in all sectors: durables; nondurables;
services; and structures production.

The results from disaggregated data also diverge in many points from the Kahn, McConnell
and Perez-Quiros (2002) findings. Herrera and Pesavento’s (2005) results of the test for
structural breaks at unknown time points identified two break points in inventory investment
series of some industries. Further, among the industries for which a single break point is
identified the break is located in the mid-1980 for only half of them. In respect to final sale,
they found that, contrary to Kahn, McConnell and Perez-Quiros (2002), in industry-level data
breaks are identified in final sales variances also. Estimation of inventory-sale covariance at
the industry level suggests breaks in time series only for a few industries. Even in these
industries, a change in covariance revealed reduction in its magnitude, but not a change from
positive to negative sign as in the aggregate data. Finally, Herrera and Pesavento (2005) find
that change in materials and work in progress inventories account for most of the reduction in
the volatility of total inventories after the mid-1980s. Contrary to the case of finished goods
inventories, the existing theory remains silent about a possible dependence between aggregate
output and input inventories. Hence, there are no a priori reasons to expect that the observed
reduction in input inventories volatility could have contributed to the decline in output
volatility.

Ramey and Vine (2004) find the difference in the trend of real and trend of nominal
inventory-to-sales ratios. While the current dollar ratio reported by Kahn, McConnell and
Perez-Quiros (2002) shows a clear downward trend starting in the early 1980s, no such trend
is observed in the chained dollar inventory-to-sales ratio. The explanation is simple. The
aggregate inventory-to-sales ratio includes services in the denominator, but not in the
numerator, since they are not storable. As the prices of services have increased relatively to
the prices of goods and structures, they created a decline in the trend of the nominal compared
to the real inventory-to-sale ratio. Furthermore, the relative prices of goods and structures
decreased at a faster rate after the 1980s, creating a large discrepancy between the observed
nominal and real ratios in that period. Therefore, although the inventory-to-sale ratio at a
particular point of time is best measured by current dollars, for comparison at different time
points it is better to use the real dollars inventory-to-sales ratio which displays no trend.

Results of different theoretical models of inventory investment also challenged the inventory
improvement hypothesis. Maccini and Pagan’s (2003) simulations of the inventory holding
model suggest that even substantial changes in parameters governing firm’s inventory holding
behaviour have a rather small effect on the volatility of firm’s production. These results
suggest that inventory management improvements cannot be quantitatively important
determinant of decline in output volatility. Ramey and Vine (2005) argue that the change in
the covariance between final sales and inventory investment, detected by Kahn, McConnell
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and Perez-Quiros (2002), can be caused by a change in the volatility of final sales. Analysing
the US automobile industry data they discovered that changes in final sales became less
persistent after 1984. In order to understand the implication of the decline in sales persistence
on production they specified and simulate the dynamic cost minimization problem the plant
manager solves in making short-run production decisions. Simulations revealed that the
standard deviation of the firm’s production fluctuates significantly with changes in final sales
persistence. A decrease in final sales persistence identical to those observed in the data
generated a reduction in output volatility large enough to reduce the output-to-sales volatility
ratio, a large decline in covariance between inventory investment and final sales, and a change
in covariance sign from positive to negative. Namely, if sales shocks are very persistent then
the firm changes its production dramatically in order to maintain the desired inventory-to-
sales ratio, since it knows that sales are likely to remain high (low) for a while. In other
words, the firm expects that the cumulative cost of being away from some target level of
inventories will be higher than the costs of adjusting production. Alternatively, if the shocks
are more transitory, the firm is willing to allow deviation from the desired inventory-to-sales
ratio since it expects the deviation to be short lived. In other words, the firm expects that the
cumulative cost of being away from some target level of inventories will be lower than the
costs of adjusting production.

4.2 Accessibility of External Finance

Several studies, including Morgan, Rime and Strahan (2004), Dynan, Elmendorf and Sichel
(2006), Portes (2007), Mertens (2008) and Guerron-Quintana (2009), consider changes in
access to external finance under different macroeconomic conditions as a cause of the Great
Moderation.

Morgan, Rime and Strahan (2004) and Portes (2007) explore possible beneficial effects of
geographical diversification. Portes (2007) consider the growth of multinational corporations
as a possible source of reduction in output volatility. He argues that international operations
provide multinational firms with a smoother paths of net worth, which results in a less volatile
external finance premium and, hence, less volatile aggregate output. The supporting evidence
is based on the model which introduces internationally diversified firms into the Bernanke,
Gertler and Girlchrist’s (1999) financial accelerator model. The Financial Accelerator effect,
illustrates a channel through which relatively small economic shocks can be amplified and
propagated by financial market frictions. Figure 1 outlines this mechanism. Arrow 1
illustrates a positive link between changes in aggregate economic activity and changes in
economic agents’ net worth. Consecutively, Arrow 2 illustrates an inverse link between
change in economic agents’ net worth and the size of the external finance premium. At last,
since the external financial premium is inversely related to investment the return arrow
illustrates pro-cyclical feedback into aggregate economic activity.
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Figure 1. The Financial Accelerator
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Source: Cori¢ and Pugh (2011)

According to Portes (2007), due to growth of multinational corporations, the link between
changes in aggregate economic activity and economic agents’ net worth (arrow 1) is not as
tight since the early 1980s as it was before. Namely, in a closed economy, economic agents’
net worth consists of only domestic assets and liabilities. Taking the level of financial market
frictions as given the strength of the Financial Accelerator effect depends on the correlation
between aggregate output changes and agents’ net worth. On the contrary, in an open
economy agents’ net worth may consist of both domestic and foreign assets and liabilities. In
this case only part of economic agents’ net worth is directly influenced by changes of
domestic output, since the foreign component of economic agents’ net worth is directly
influenced by changes of foreign output. Simulations of DSGE model developed by Portes
(2007) suggest that net worth diversification through rapid growth of multinational firms can
account for up to 24 percent of the observed decline in the US output volatility.

Morgan, Rime and Strahan (2004) argue that policy changes enabled intermediary institutions
to expand and diversify their activity among the US states and regions. In particular, until
1978 every state in the US banned banks from other states. Consequently, instead of having a
integrated national banking system the US had rather 50 “small” banking systems. The
process of opening borders to out-of-state banks started in Main in 1978 and was followed by
other states in subsequent years. By 1994, when the process was completed, the share of bank
assets owned by multistate bank holding companies in the typical state had risen to 60 percent
(Morgan, Rime and Strahan, 2004, p. 1559). Compared to the possible effect of geographical
diversification of firms’ activity geographical diversification of banks’ activity in theory can
increase as well as decrease output volatility. In brief, local economic shocks should have
smaller effect on the banks’ capital (net worth) if banks’ activities are geographically
diversified. Hence, local shocks to banks’ net worth should have smaller effects on lending
volume, credit standards, and consequently, aggregate economic activity.” However, an
integrated banking system also enables banks to export capital in the cases of adverse firm
collateral (net worth) shocks and in that way to exaggerate the effects of this shock on
aggregate economic activity. Morgan, Rime and Strahan’s (2004) panel regression analysis
suggests that, on average, banking integration had a stabilising effect on output volatility in
the US states.

2 For a more detail explanation of the relationship between banks’ net worth and aggregate economic activity see
Gertler and Kiyotaki’s (2010) analysis of the general equilibrium model in which the Financial Accelerator
effect emerges due to the asymmetric information problem that constrains the ability of banks to obtain funds
from depositors in retail as well as in wholesale financial markets.
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Dynan, Elmendorf and Sichel (2006), on the other hand, argue that the range of innovations in
the US’s financial markets since the early 1980s reduced financial markets frictions. That
increased the ability of firms and households to borrow over economic downturns and in turn
lead to lower volatility of aggregate demand and output. Financial innovations that
contributed to reduction of financial frictions include: a) Technological advances that make it
easier for lenders to collect information on the credit worthiness of borrowers, and so improve
the assessment and pricing of risk. New techniques that use this information to determine
underwriting standards, set interest rates, and manage risk which results in an increased use of
risk-based pricing for consumers’ loans; b) A greater use of markets in raising external funds.
In particular, development of extensive secondary markets for loans, which means that a large
fraction of mortgages and a growing fraction of other household and business loans are now
securitized; ¢) Development of high-risk debt or the so called “junk bonds” market, which
means that a larger fraction of business have access to bond financing; d) Phasing-out Federal
Reserve Regulation Q, which had set a ceiling on the deposit interest rate. Over the period in
which this regulation was binding, this put limits on funds available for lending, since any
increase in interest rates above the ceiling level pushed savings away from banks; ) Changes
in households’ and firms’ willingness to borrow caused by an increase in credit availability
and the greater familiarity with the process of obtaining credit as well as a reduced stigma of
being in debt. According to Dynan, Elmendorf and Sichel (2006) these innovations improved
access to credits in terms of both the amount of credit and the consistency of its availability
under different macroeconomic conditions. The underpinning empirical evidence reported by
Dynan, Elmendorf and Sichel (2006) is based on linear regression and VAR analyses of
consumer spending, housing and business investments. Namely, their estimates suggest that,
consumer spending was less responsive to income changes in the period 1985-2004 than
before, and that shocks to the bank rate spread and mortgage rate had much smaller effects on
housing investment over that period than before, which is consistent with the hypothesised
reduction of financial markets frictions over the same period. In the case of business
investments the results are mixed. For example, high-tech equipment investment responds
less to the shocks in cash flow after 1985 than before, but the response to the bank rate spread
was minor in both periods. For other equipment investment, on the other hand, the results
were the opposite.

The hypothesis that financial innovations since the early 1980s reduced financial markets
frictions is interesting, but Dynan, Elmendorf and Sichel’s (2006) analysis is incomplete and
flawed. First, from Dynan, Elmendorf and Sichel (2006) it is not clear what type of financial
market friction is/are reduced. The potential sources of financial markets imperfections
include: asymmetric information, bankruptcy costs, agency conflict, transaction costs, taxes
asymmetry, and government regulation. Some of these frictions do not have pro-cyclical
effect. Hence, release of financial market frictions in general should not necessary lead to
lower output volatility. Innovations suggested by Dynan, Elmendorf and Sichel (2006) seem
to point toward the release of informational asymmetry and frictions caused by government
regulation. Release of these frictions in theory can reduce output volatility. However, in the
case of informational asymmetry there is no precise explanation as to why suggested
innovations should reduce the problem of asymmetric information in financial markets. In
case of both, the informational asymmetry and frictions caused by government regulation,
there is no precise explanation through which channel(s) release of these financial market
frictions should reduce output volatility. Hence, the precise relationship between the
suggested financial innovations and output volatility remains unclear. Second, Dynan,
Elmendorf and Sichel’s (2006) empirical evidence do not establish a direct empirical
relationship between the decline in the US output volatility and financial innovations. Third,
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Wachter (2006) showed that the precise relationship between changes in marginal propensity
to consume (MPC) reported in Dynan, Elmendorf and Sichel’s (2006) and the volatility of
consumption growth is not clear. By definition, personal consumption expenditure (PCE) is
equal to income minus saving. Its variance can be decomposed as follows

Var(PCE) = Var(Income) + Var(Savings) — 2Cov(Income, Savings) %)

The decrease in consumption volatility could therefore arise from a decrease in income
volatility, in saving volatility, or an increase in covariance between income and saving. The
last seems the most in line with the hypothesis that financial innovation lead to the decline in
consumption volatility and is also in line with Dynan, Elmendorf and Sichel’s (2006) findings
that MPC declines after the mid 1980s. However, the numbers reported in Dynan, Elmendorf
and Sichel (2006) indicate also that income volatility after 1985 declines nearly as much as
the volatility of PCE. Thus, the evidence seems to point at least as much to an income-driven
decline in consumption volatility as to a rise in the ability to smooth income changes. Finally,
the empirical evidence on the relationship between financial innovations, housing and
business investment is based on aggregate data. The problems related to the use of aggregate
data in testing for financial market frictions are well known in the financial literature. The
results based on aggregate data suffer from observational equivalence. In particular, they are
unable to distinguish between changes in investment caused by changes in investment funds
demand or by changes in investment funds supply. Therefore, this literature has been using
disaggregated firm level data to test for the financial market frictions (for the seminal
contribution see Fazzari, Hubbard and Petersen (1988); for the more recent contributions see,
for example, Cummins, Hassett and Oliner 2006; Hovakimian and Titman 2006; and Almeida
and Campello 2007). Hence, the results based on aggregate data cannot be considered as
reliable evidence neither for existence nor change in financial market frictions.

Theoretically consistent explanation and more sound evidence on the possible relationship
between financial innovations and decline in output volatility is provided by Mertens (2008)
and Guerron-Quintana (2009). In short, Mertens (2008) formalises the idea that the phasing-
out regulation Q contributed to reduction in output volatility by developing a monetary DSGE
model which shows that the ceiling on the deposits interest rates exacerbated the drop in
economic activity following a monetary tightening. Guerron-Quintana’s (2009) analysis
suggests that a significant part of reduction in output volatility can be attributed to financial
innovations that reduced transaction costs in financial markets, as for example, the
introduction of automated teller machines and electronic fund transfers. Lower transaction
costs enabled frequent portfolio re-balancing and allowed households to efficiently adjust
their money balances when shocks buffet the economy and hence facilitates consumption
smoothening.

4.3 Labour Market Changes

Labour market changes have been recently proposed as another possible cause of the Great
Moderation. Namely, output growth (¥) can be decomposed into working hours growth (H)

and labour productivity growth ( j/)

Y=H+y (6)
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where labour productivity y is defined as output per hours worked (y = %) . Accordingly, the

variance of output growth is the sum of working hours and labour productivity growth
variances and their covariance

Var(Y) = Var(H) + Var(y) + 2Cov(H, ) (7)

Gali and Gambetti (2009) and Stiroh (2009) identified a large decline in volatility of hours
growth, labour productivity growth, and covariance between hours and labour productivity
growth around the mid-1980s. Decline in working hours and labour productivity growth
covariance, that shifted from values close to zero in the early post-war period to large
negative values after mid-1980s, points to possible changes in labour market as the source of
the Great Moderation. Suggested explanations include: a steady rise in “just in time
employment” due to increase in temporary workers, part time workers and overtime hours
which substantially increased the flexibility of the US labour market; and possible reduction
in labour hoarding due to an reduction in costs associated with the adjustment of labour.

These potential explanations are acknowledged, but they are not explored. Gali and Gambetti
(2009) and Stiroh (2009) do not provide evidence on the relationship between these
explanations and the observed decline in hours and labour productivity covariance. The
quantitative importance of these labour market changes for the change in output volatility is
also not assessed. Hence, as Gali and Gambetti (2009) noted, the role of labour market
changes in the US economic stabilization should be treated as a proposition for further
theoretical and empirical analysis rather as an established explanation.

5. DISCUSSION AND CONCLUDING REMARKS

The sources of the so-called Great Moderation have been the subject of many studies over the
past decade. This review presents and discusses explanations categorised into three groups:
good luck, good policy and good practice. Taken together, this literature, has not reached
consensus about the underlying causes of the short-run output volatility in the US economy.

Simple comparison of the main findings from the studies in this literature (Table 1) suggests
that the number of studies which support the good luck hypothesis as the main, or the one of
the main explanations of the Great Moderation is the largest. Namely, the studies which
support other hypotheses very often find that these explanations cannot account for the entire
reduction in output volatility and usually contribute some part of the reduction in output
volatility to a decrease in the frequency and severity of exogenous economic shocks. Severity
of the recent economic downturn seems to support the view that the Great Moderation was the
period of transient economic stability which most easily can be explained by the smaller
economic shocks (see, for example, Canarella, Fang, Miller and Pollard, 2010). However, the
investigation of this literature suggest that evidence on smaller economic shocks is not so
strong at it might look initially. The good luck explanation is essentially based on the results
of simulations of different VAR and DSGE models which suggest that the reduction in output
volatility can be predominantly contributed to a decline in variance of models’ residuals.
Whether the decline in variance of models’ residuals represents smaller economic shocks or
this decline is caused by changes in economic structure is an open question. Giannone,
Reichlin and Lenza (2008) demonstrate that the reduction in output volatility that can be
attributed to the change in variance of models’ residuals is inversely related to the size of the
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model, and that in the large VAR model the change in propagation mechanisms explains
essentially the entire decline in output volatility. Formulation of economic shocks as an AR
process in the used DSGE models reveals the lack of economic structure in these models also.
Therefore, the possibility that the residuals in these models reflect not just exogenous
economic shocks, but also economic structure which is not explicitly incorporated into the
models cannot be ignored.

Among the other analysed hypotheses the change in conduct of the monetary policy and
changes in financial markets seem to be most supported by the literature.

Studies that consider labour market changes as the source of the Great Moderation provide
evidence on the decline in volatility of working hours, volatility of labour productivity, and
covariance between hours and labour productivity. They acknowledge the potential causes of
these changes, but do not provide clear explanation for the possible relationship between the
detected changes in the US labour market and their proposed causes. They also do not provide
empirical evidence of the effect of suggested explanations on output volatility. In the case of
inventory management improvement hypothesis the literature provides theoretically
consistent explanation for the possible positive relationship between inventory management
improvements and reduction in output volatility. Yet, the empirical evidence which suggested
that inventory management improvements occurred in the US around the mid 1980’s has been
almost completely dismissed by the recent literature.

Studies that contribute the decline in output volatility to a change in monetary policy provide
theoretically consistent explanation for the possible relationship between the conduct of
monetary policy and the Great Moderation. The good policy hypothesis is supported by
considerable amount of empirical evidence that suggests a significant change in the US
monetary policy during the Volcker-Greenspan era and a beneficial effect of this change on
output volatility. The same, in generally, applies for the literature which considers changes in
financial markets as the possible source of the Great Moderation. In particular, consistent
theoretical explanation and direct empirical evidence is provided for the possible beneficial
effects of changes in government regulation, diversification of firms and banks activity and
innovations which reduced transaction costs. The evidence is much less sound in the case of
the hypostatised relationships between financial innovations, release of informational frictions
in financial markets, and reduction in output volatility.
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Table 1. Summary of the findings

Authors Results
Clarida, Gali and Gertler (2000) Good policy
Kahn, McConnell and Perez-Quiros (2002) Good practice
Stock and Watson (2002) Good luck
Stock and Watson (2003) Good luck
Ahmed, Levin and Wilson (2004) Good luck
Lubik and Schortheide (2004) Good policy
Morgan, Rime and Strahan (2004) Good practice
Orphanides (2004) Good policy
Primiceri (2005) Good luck

Boivin, and Giannoni (2006)

Dynan, Elmendorf and Sichel (2006)
Sims and Zha (2006)

Arias, Hansen and Ohanian (2007)
Leduc and Sill (2007)

Portes (2007)

Bullard and Singh (2008)

Gambetti, Pappa and Canova (2008)
Giannone, Reichlin and Lenza (2008)
Justiniano and Primiceri (2008)

Kim, Morley and Piger (2008)
Mertens (2008)

Gali and Gambetti (2009)

Stiroh (2009)

Canova (2009)

Guerron-Quintana (2009)

Canarella, Fang, Miller and Pollard (2010)
Corié¢ and Pugh (2011)

Good luck and good policy
Good practice

Good luck

Good luck

Good luck

Good practice

Good policy

Good luck and good practice
Good practice or good policy
Good luck or good practice
Good luck

Good practice

Good practice and good luck
Good practice

Good luck and good policy
Good practice and good luck
Good luck

Good practice

Nevertheless, the same as the other discussed literature these studies do not provide ultimate
explanation of the Great Moderation. For example, while there is a relatively widespread
agreement that monetary policy in the US changed during the Volcker-Greenspan era, there is
no consensus in the literature about the direction of this change. The estimates of monetary
policy reaction functions suggest different changes in policy responses to output and inflation
deviations depend on the data used for their assessment. Hence, it is not clear whether
monetary policy during the Volcker-Greenspan era was more or less aggressive than before.
The literature also suggests that either a change in monetary policy or change in financial
markets cannot alone explain the entire reduction in output volatility of the US economy since
the early 1980s. The estimates of the reduction in output volatility that can be explained by
these changes range from the 24 percent in Portes (2007) to 50 percent in the Mertens (2008).

The analysis of the existing literature, economic and historical events during the 1980s and
over the last few years suggests few directions for further research.

The collapse of the subprime mortgages market at the end of summer 2007 triggered one of

the most severe economic crises in the US history. This informs the question of whether the
recent economic crisis might tell us more about whether the Great Moderation reflected
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structural changes, better policy, or instead reflected a period of unusual, but transient,
stability. Namely, the first two hypotheses (good policy and good practice) might imply a
permanent movement towards lower output volatility, while the last hypothesis (good luck)
could easily be seen as something short-lived and transient, but likely to be reflected in a
temporary reduction in output volatility. The severity of current economic downturn seems to
shift the balance of evidence towards the good luck hypothesis. Yet, this is not necessarily the
case. Namely, the underlying premise of this interpretation is that the crisis is caused by large
exogenous shocks. This premise can be challenged for two reasons. First, it is doubtful
whether the current financial crisis 1s caused by exogenous shocks. For example, there is a
growing literature which considers this crisis to be a consequence of different negative
developments over the previous years (see, for example: Obstfeld and Rogoff, 2009;
Jagannathan, Kapoor and Schaumburg, 2009; Bini Smaghi, 2008; Caballero, Farhi and
Gourinchas 2008). Second, if we consider the collapse of the subprime mortgages market as
the initial economic shock then this shock can hardly be categorised as large. In particular, the
size of the subprime mortgages market which collapsed in September of 2007 was $0.7
trillion which was less than 0.5 percent of the size of the US financial markets (Bank of
England, 2007). Hence, the question is, why this crisis was so contagious, or what precludes
the US and, subsequently, other economies to better accommodate this shock. In that respect,
it might be useful to analyse the differences in economic fundamentals in the period of the
Great Moderation and at the beginning of the recent crisis. These differences might be
informative not only about the severity of recent downturns, but about the causes of the Great
Moderation as well.

Effects of economic shocks on the aggregate economic activity do not depend only on the
economic fundamentals but also on the economic agents’ perception of these fundamentals.
Hence, it might also be informative to consider the Great Moderation not just with respect to
the 2007-2009 financial crises but also with respect to the global economic and political
movements at the beginning of this period. In particular, by the early 1980s it became evident
that the planned economies had been lagging behind, were not able to achieve and follow the
rise in productivity observed across the western market economies. Hypothetically these
changes might have boosted the confidence of the US economic agents in superiority of the
market economy and the democratic political system, and consequently, in the ability of the
US economy and economic policy to absorb future economic shocks. Households’, firms’ and
financial institutions’ response to economic shocks at least partly depend on their expectation
how deep and how long the impact of the shock on the economy will be. Hence, a boost in
confidence can result in a milder response of economic agents to economic shocks and
consequently lower output volatility.

Finally, although most of the studies focus primarily on changing volatility in the US
economy such moderation has not been limited to the US. Similar changes in output volatility
have been detected for a number of other economies (see: Dalsgaard, Elmeskov and Park
2002, Mills and Wang 2003, Del Negro and Otrok, 2008; Corié, 2011). These findings
provide an additional testing opportunity, in particular, the possibility to test for systematic
difference among countries and periods with different output volatility. Detection of
systematic difference or the lack of systematic differences among these countries and periods
can be informative with the respect to the possible causes of reduction in output volatility in
the decades preceding the recent crisis.
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ABSTRACT

Entrepreneurship is one of the major generators of growth, wealth and well-being. It can be
facilitated by the creation of the environment which provides impulses for both start-up and
growth oriented entrepreneurs, reduces the barriers imposed to new and existing companies,
and provides opportunities on how to learn from mistakes. As the importance of
entrepreneurship and sustainability is increasing, growing SMEs (gazelles) in the global
markets have further spurred the need to in-depth research Croatian entrepreneurs. Since
entrepreneurial skills influence implementation of sustainable growth of SMEs, the
entrepreneur’s success depends on the identification of crucial entrepreneurial skills for start-
up businesses, as well as for helping the business to survive and grow in the early years.

Although these skills can make the differences between the business success and failure, there
is a substantial gap between the successfulness of the two basic approaches to entering into
entrepreneurship: opportunity-based and necessity-based entrepreneurship. The first one is
better represented in the developed and more successful, competitive economies, and the
second in the emerging and transition economies. Due to unfavorable ratio between these two
approaches in Croatia, the authors will address this issue and explore possibilities on how to
improve and develop necessary set of skills of Croatian entrepreneurs.

The purpose of this paper is to develop an understanding of the importance of entrepreneurial
skills and its impact on sustainable SMEs growth. The challenge is to create a “learning
platform” for improving entrepreneurial skills, and, as a result, to make economies and
societies more entrepreneurial. The primary objectives of this paper are: (a) to identify and
examine the different entrepreneurial skills for sustainable growth of SMEs in Croatia, and (b)
to evaluate the quality of current companies’ performances and potential for growth.
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To meet these objectives, the authors have conducted a micro-level analysis, focused on the
specific skill characteristics of particular entrepreneurs/managers of SMEs, which have
planned growth in terms of revenues and number of employees. This analysis has provided
some answers on how to assess key challenges in the area of growing, but sustainable
entrepreneurship.

The approach used in this paper is based on the content analysis of materials collected from
1995 to 2010 in two separate phases. While in the first phase the data was collected during the
implementation of the EMED project (1995 to 1998), the second phase took place from 2003
to 2010 in order to assess the growth potential of the Croatian SMEs. The instruments that
guided this analysis were Entrepreneurial Management and Executive Development (EMED)
program, and the Allan Gibb’s growth model (framework for growth).

The major results of this paper have indicated the Croatian entrepreneurship skill levels and
gaps, as well as confirmed that entrepreneurial skills greatly affect entrepreneurs’ choice of
growth strategy options. Having entrepreneurial skills does not guarantee entrepreneurial
success. However, identifying the range of entrepreneurial skills, understanding the
importance of these skills and their impact on sustainable growth, may lead to a potential for
success.
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1. INTRODUCTION

The SME sector plays an important, growing economic role in the world. It is expected that
SMEs contribute significantly to achieving national development. This contribution can
reflect the increase of GDP, improvement of living standards, and decrease the unemployment
rate. The most profound hypothesis from the comparative historical study of the development
of advanced economies over the past century is that the organizations — not markets — drive
the process of economic development (Lazonick, 2002). This suggests that the economic
development, which leads to sustainable growth, heavily depends on the organizational
activities and the ability of the organization to manage the scarce resources, mainly capital,
ideas, knowledge, entrepreneurship and human capital. However, achieving sustainable
growth is a challenge that requires entrepreneurial skills.

The purpose of this paper is to stress out and develop an understanding of the importance of
entrepreneurial skills and its impact on sustainable SMEs growth. This paper is aiming to
promote the role of entrepreneurial skills for achieving competitive advantages and
consequently sustainable growth.

The primary objectives of this paper are: (a) to identify and examine the different
entrepreneurial skills for sustainable growth of SMEs in Croatia, (b) to propose techniques for
measuring and evaluating entrepreneurial skills, and (c) to determine how these skills can
contribute to SMEs growth. In order to achieve the above mentioned objectives, it necessary
to focus on the specific skill characteristics of particular entrepreneurs/managers of SMEs,
which have planned growth in terms of revenues and number of employees in Croatia.

In accordance with the paper objectives, this research was based on the content analysis of
materials collected between 1995 and 2010. The instruments that guided this analysis were
Entrepreneurial Management and Executive Development (EMED) program, and the Allan
Gibb’s growth model (framework for growth). The findings of the paper will serve for
recommendations to all stakeholders and decision makers in Croatia for promoting the
development of entrepreneurial skills as a base for sustainable growth of SMEs.

This paper is organized in five major sections: introduction, literature review, methodology,
findings, and conclusion. In the literature review section, there will be a number of areas and
terms that will be described and researched. They are presented in the following subsections:
(1) Entrepreneurship and Entrepreneurs, (2) The Enabling Environment for Entrepreneurship,
(3) Entreprencurial Process, (4) Entrepreneurial Skills, (5) Entrepreneurial Company Life
Cycle, (6) Sustainable Growth and (7) Small and Medium-sized Enterprises (SMEs) in
Croatia. The section methodology reflects the instruments, samples, data collection, and data
analysis. In the section findings, the results were presented, interpreted, and discussed. In the
section conclusion, the major points and contributions were summarized, and future research
was proposed.

2. LITERATURE REVIEW
The literature which served as foundation for preparation of this paper represents a variety of
published information, books, articles, Internet resources and various researches on

entrepreneurship, sustainable growth, entrepreneurial skills, and methodology to research
these issues. Some issues (e.g. company lifecycle, entrepreneurial process, etc.) are presented
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through findings or work of several authors in order to provide a reader with the broader
picture.

2.1. Entrepreneurship and Entrepreneur

Entrepreneurship is one of the major generators of growth, wealth and well-being. There are
many ongoing definitions of entrepreneurship, which are mostly using the following words to
define it: creativity, innovation, growth, (calculated) risk-taking, opportunity, development
(Timmons and Spinelli, 2003).

However, some of the most popular definitions of entrepreneurship are: “entrepreneurship is
the pursuit of opportunities beyond the resources you currently control” (Stevenson, 1993),
“entrepreneurship is the ability to create and build something valuable from practically
nothing” (Timmons and Spinelli, 2003), and "entrepreneurship is an activity that involves the
discovery, evaluation and exploitation of opportunities to introduce new goods and services,
ways of organizing, markets, processes, and raw materials through organizing efforts that
previously not existed" (Shane, S. 2003). These definitions emphasize processes of
recognizing opportunities, creation, and organization as key components of entrepreneurship.

In addition, ,.entrepreneurship is the process of creating something new with value by
devoting the necessary time and effort, assuming the accompanying financial, psychic, and
social risk and receiving the resulting rewards of monetary and personal satisfaction and
independence* (Hisrich and Brush, 1985). This definition reflects entrepreneur’s effort to:
(a) create a new venture, (b) devote some amount of time and effort, (c) be independent, and
to (d) assume potential risks in the business arena.

The common mistakes of identifying entrepreneurship with (a) each start up of a small
business, (b) managing a small business, or (c) insisting on innovation as mandatory
component of entrepreneurship, are overcome with a number of new definitions.

Entrepreneurship takes various forms, and not everything marked as ‘entreprencurial’ is
desirable, and not every entrepreneurial activity can be considered as positive contributions to
the economy and the society. W. Baumol (1990) distinguishes between productive,
unproductive and destructive entrepreneurship.

Although there are different emphases in defining entrepreneurship, there are much more
difficulties in defining entrepreneurs. The definitions range from stressing out the components
of innovation, risk-taking, speculations, to organization of venture, leadership skills or
charismatic traits. For example, according to Hisrich, Peters, and Shepherd (2008),
entrepreneur is an individual who takes risks and starts something new. In addition,
entrepreneur is one who organizes, manages and assumes the risks of a business or enterprise
(Merriam Webster Dictionary, 2011). An entrepreneur is an innovator and organizer - not
necessarily a manager or a capitalist.

One of the most important factors influencing entrepreneurs in their career path is choice of a
role model (Almquist and Angust, 1971). Their role and tasks are very complex.

The person who brings fund to the entrepreneurial project bears mostly the financial risk; the

manager organizes the business and makes it run smoothly, while the real entrepreneur's
function is more strategic one. Therefore, an entrepreneur is not the same as a small business
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owner. Most businesses are not entrepreneurial, because they are not innovative. However,
the newer definitions of an entrepreneur are in favor of pointing out the ability to make
opportunity, instead for simply search for them (Sarasvathy, 2011).

Economists regard entrepreneurship as one of the five fundamental resources, or the factors
needed to produce goods and services, used in context of costs of production
(Wiki.answer.com, 2011). This statement is supported by the role of entrepreneurship in the
economy. According to Stavrosinstitute.org (2011), the basic roles of the entrepreneur are as
follows:

Entrepreneur is innovator.
Entrepreneur provides choice.
Entrepreneur provides jobs.
Entrepreneur helps the economy grow.

An entrepreneur as an innovator looks at an opportunity to get benefits of the external
environment. Based on the opportunity, it creates new goods and services and /or improves
existing products. An entrepreneur provides choices of goods and services to the customers
or clients. He/she listens to the customers’ comments in terms of the product/service
preferences, and accordingly offers a variety of products and services to different customers
and clients. An entrepreneur provides jobs for people from the local communities. He/she
uses resources from the business environment which lead to new jobs in the industries that
supply those resources. By doing so, an entrepreneur helps the economy grow.

In addition, an entrepreneur is associated with the creativity to produce new products. This
means that an entrepreneur has an ability to generate new ideas which are usually
transformed into useful application products of new processes, methods, devices, products,
and services. According to Articlesbase.com (2011), characteristics of successful
entrepreneurs are:

Self-confident and optimistic (Positive thinking)

Able to take calculated risk

Respond positively to challenges

Flexible and able to adapt

Knowledgeable of markets

Able to get along well with others

Independent minded

Versatile (variety) knowledge

Energetic and diligent (carrying out a task steadily)

Creative, need to achieve

Dynamic (active) leader

Responsive (reacting or responding positively) to suggestions
Take initiatives (to go ahead)

Resourceful and persevering (performer)

Perceptive (sharp or interested) with foresight (advance thinking)
Responsive to criticism (comments or judgments)

Entrepreneurs are the persons who are constantly learning; in the evening, they are not the
same persons as they were earlier that morning. Many entrepreneurs interviewed about their
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entrepreneurial beginnings had referred to the excitement while making first successes and
failures in organizing the business, preparing offers, negotiating, recruiting people, dealing
with difficult ones, and the pride over lessons learned and integrated in future practice.
Therefore, the learning component should be considered as one of the crucial factors in
defining an entrepreneur.

Michael Eisner, former CEO of the Walt Disney Company said: "Succeeding is not really a
life experience that does that much good. Failing is a much more sobering and enlightening
experience." (SearchQuotes.com). This message is well taken by many entrepreneurs assessed
for this paper.

2.2. The Enabling Environment for Entrepreneurship

To understand the future of entrepreneurship, it is critical to address the issue of enabling
environment for entrepreneurship and key drivers of entrepreneurship in the world and in
Croatia in the next decade. As per Laura D’Andrea Tyson, (Tyson, 1993) it is a review of
what has been done, and what might be done by the policy makers to enable and promote
entrepreneurial activity.

On a global level, the trend of economic growth and rise of standard in poorer (developing)
countries will certainly continue so as easier flow of good ideas and exchange of information.
The importance of ceasing and recognizing the “windows of opportunities” for opportunity
motivated entrepreneurs will be expanded with the new, proactive approach not only as
finding but also as ‘making’ new opportunities, firms, markets and institutions (Sarasvathy,
2001). This will be further facilitated with the broader availability of various resources
including money, human resources, technology (e.g. Internet, mobile and wireless
communication, ICT development, etc.), and sharing good practices of globalization (e.g.
franchising, e-commerce, networking, social networks, corporate citizenship, etc.). Above all,
the nowadays impulses to be as creative and innovative as possible are significant push-
factors and empower entrepreneurs in their attempts to switch fast to other niches, clients,
needs, etc. Therefore, they open new areas and dimensions for emerging new, entrepreneurial
behavior and innovative approaches to business and even to everyday life.

However, it is expected that the key drivers of entrepreneurship in Croatia in the next decade
will continue to be influenced with the high unemployment rate, low employment benefits
and insecurity of jobs, which will certainly increase the share of necessity motivated
entrepreneurs. This category has been introduced into economic and entrepreneurship
terminology by the Global Entrepreneurship Monitor consortium in 1999, and represents the
less successful type of entrepreneurship in comparison to the opportunity-driven
entrepreneurs (GEM, Global report 2010). There is a substantial gap between the
successfulness of these two basic approaches to entering into entrepreneurship: opportunity-
based and necessity-based entrepreneurship. Therefore, in an attempt to create the common
ground for defining two so different types of entrepreneurship, the entrepreneurship itself
could be defined as the ability to simultaneously express own creative potential, cease the
(business) opportunity, create new value(s), and resolve problems of own unemployment,
poverty, boring current job or lack of excitement.

Thanks to the globalization processes, the role of education (in entrepreneurship, IT sector,

services, sciences, high technology, biology, etc.) will emerge in Croatia. Requirements of the
European Union in the pre-accession and accession period which include, for example,
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greening of economy, simplifying the process of starting up a company, unifying the patent
registry and the procedure, flexibility of work force hiring/firing, and many others, will be an
important factor in providing direction for mainstreaming entrepreneurship. Furthermore, the
support of the family in starting an entrepreneurial venture (financial, emotional, advisory,
etc.) and psychological factors (independence in doing business, etc.) will remain the
important pillars for strengthening entrepreneurship in Croatia.

The low effectiveness of the existing infrastructure for support of start-ups (incubators,
centers of entrepreneurship, entrepreneurial zones), and lack of transparency of the EU Funds
availability, so as the poorly disseminated knowledge in project preparation and application
for funds, will lead to the reorganization of this resource and result with either better general
conditions for entrepreneurial activities, or will require better reporting on impacts and results
achieved thanks to the support infrastructure.

Entrepreneurship can be facilitated by creating enabling environment which provides
impulses for both start-up and growth oriented entrepreneurs, reduces the barriers imposed to
both, new and existing companies, and provides opportunities on how to learn from mistakes.

Although an important lesson could be learned from the failures, there is a lack of statistical
data on survival rate of companies. One of important findings is provided by Scott Shane
(2008), in his study “Failure is the constant of entrepreneurship”, while he researched the
survival rate of the companies over the period between 1992 and 2002. It is presented in the
Figure 1. Companies’ survival rate in 10-year period - proportion of new businesses founded
in 1992 still alive by year, where it is easy to see the trend: Five years upon foundation,
around 45% companies were still alive, and after 10 years, only 29% of companies were still
around.

Figure 1. Companies’ survival rate in 10-year period - proportion of new businesses founded in 1992 still alive
by year
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Source: Shane, S. (2008). Illusions of Entrepreneurship: The Costly Myths that Entrepreneurs, Investors, and
Policy Makers Live By. New Haven, CT: Yale University Press. p. 99

His research has also shown that the companies started during the recession have the same
prospects of survival: half of the businesses will live five years or less, and recession won’t
affect business’s odds of survival.

213



SUSTAINABLE GROWTH OF SMEs IN CROATIA THROUGH DEVELOPMENT OF ENTREPRENEURIAL SKILLS

In order to provide broader platform for understanding the issues relevant for high growth
companies (gazelles), this chapter will conclude with the list of initiatives that are currently
taken by Europe’s 500, European organization and networking platform for growth
companies and their entrepreneurs.

This group is working on following five initiatives and suggestions from Europe’s 500 to the
EU Commission: (1) Standards drive growth of jobs and wealth and help fight poverty (drives
internal demand in the emerging markets, so they become more of a customer and not only a
cheap labor provider), (2) One patent/one intellectual property register valid in all 27 EU
states brings Europe together and helps innovation (entrepreneurial innovation multiplies into
all member states), (3) Investment loans insurance to help fund growth below investment
grade (weaknesses in the banking sector should not hinder entrepreneurial growth), (4) The
EU should encourage part time work (best practice) in order to reduce unemployment and to
increase flexibility, and (5) Facilitate access to universities for entrepreneurs (support private
agencies that allow entrepreneurs to use intelligence and resources from universities at low
cost and more easily).

2.3. Entrepreneurial Process

“Entrepreneurial process is the process of pursuing a new venture, whether it be new
products into existing markets, existing products into new markets, and/or the creation of a
new organization” (Lumpkin & Dess, 1996). This process requires entrepreneur to: (a)
identify and evaluate the opportunity, (b) develop a business plan, (c¢) determine required
resources, and (d) manage resources.

Opportunity identification and evaluation is the process by which an entrepreneur comes up
with the opportunity for a new venture (Hisrich, Peters, & Shepherd, 2008). For example, an
entrepreneur may use the existing customers to collect potential ideas about products and
services. Additionally, he/she may use the business association to identify opportunities. In
order to evaluate the business opportunity, entrepreneur should make an opportunity
assessment plan. The plan should help him/her to make better decisions in terms of the
market to be served, specific customers’ needs, social conditions, and competition. In
addition, an opportunity assessment plan should describe entrepreneur’s products or
services, an assessment of the opportunity, an assessment of an entrepreneur, and the source
of capital. Finally, the opportunity should be compatible with entrepreneur’s goals and
skills.

Development of a business plan is a crucial aspect of the organizational success. It should be
developed to explore the external opportunity. According to Hisrich, Peters, and Shepherd
(2008), a business plan is the description of the future direction of the business. It helps the
entrepreneur to organize business activities to keep up equilibrium between revenues and
expenses.

In order to determine the resource required for the business venture and address the
opportunity, an entrepreneur needs to identify present useful resources and assess the risk
associated with insufficient resources. As business moves from the introduction stage to the
growth stage, more financial resources are needed to finance the growth of the venture.

Identifying and evaluating the opportunity, developing a business plan, determining required
resources and manage them, are steps in the entrepreneurial process that take part in the

214



The Ninth International Conference: “Challenges of Europe.: Growth and Competitiveness — Reversing the Trends”

turbulent uncertain business environment. Due to permanent changes in the environment,
entrepreneurs should adjust their activities and define strategies to take advantage of such
environment.

Entrepreneurial strategy refers to a course of action that firms apply to adapt to
“‘environmental change and exploit opportunities created by uncertainties and
discontinuities in the creation of wealth’” (Hitt et al., 2001, pp. 479—491). This definition
suggests that entrepreneurs should focus on adaptive strategies that enable them to adjust
quickly to changing environment. Many of the concepts and techniques dealing with
strategic management have been developed to and used successfully by business
corporations such as General Electric and the Boston Consulting Group (Wheelen &
Hunger, 2004).

For better understanding of the entrepreneurial process(es), two additional approaches are
used to define them. The first one is explained by Scott Shane in his definition of
entrepreneurship (Shane, 2003), and it earmarks entrepreneurial process through the